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Stable and unstable trajectories in a dipolar chain
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In classical mechanics, solutions can be classified according to their stability. Each of them is part of the
possible trajectories of the system. However, the signatures of unstable solutions are hard to observe in an
experiment, and most of the times if the experimental realization is adiabatic, they are considered just a nuisance.
Here we use a small number of XY magnetic dipoles subject to an external magnetic field for studying the origin
of their collective magnetic response. Using bifurcation theory we have found all the possible solutions being
stable or unstable, and explored how those solutions are naturally connected by points where the symmetries
of the system are lost or restored. Unstable solutions that reveal the symmetries of the system are found to
be the culprit that shape hysteresis loops in this system. The complexity of the solutions for the nonlinear
dynamics is analyzed using the concept of boundary basin entropy, finding that the damping timescale is critical
for the emergence of fractal structures in the basins of attraction. Furthermore, we numerically found domain
wall solutions that are the smallest possible realizations of transverse walls and vortex walls in magnetism. We
experimentally confirmed their existence and stability showing that our system is a suitable platform to study
domain wall dynamics at the macroscale.
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I. INTRODUCTION

One of the most important tasks in materials science has
been the search, discovery, and design of materials that can
display memory effects, i.e., that are able to store information
and allow for reading and writing cycles [1–5]. In this quest,
the study of magnetic materials, models such as Ising [6–8]
and spin glasses have been introduced. Spin glasses [9,10]
and other models have proved to be useful to understand
the building blocks of hysteresis loops in terms of hysterons,
a phenomenological quanta of irreversibility [4,11–13], and
most recently the role of an exponentially large number of
states have shown new phenomena in spin ices [14,15]. Even
though the one-dimensional Ising model lacks long-range
order owing to the generation of domain wall excitations,
it has become part of the useful models to understand as
diverse phenomena as magnetism, phase transitions, or even
social segregation [16]. Beyond the simplest Ising model, the
properties of linear chains with non-Ising spin coupling are
of broad significance. There are several materials which are
known to behave as quasi-1D spin systems exhibiting either
ferromagnetic or antiferromagnetic behavior. For higher spin
values or in the semiclassical regime, ethylammonium man-
ganese trichloride (TMMC) is a quasi-1D spin 5/2, with an
anisotropy into the planar XY regime [17].
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Experiments have now widely evidenced the relevance of
dipolar interactions. In the A2B2O7 pyrochlore oxides [18],
dipolar interactions can be appreciable. This is also the case
of nanomagnetic arrays, collections of nanomagnetic islands
arranged in a regular pattern using lithography [19]. The mag-
nitude of the moments as well as the strength of the dipolar
interactions can be tuned by controlling the geometry and spa-
tial distribution of the magnetic islands [20]. Polar molecules
and atomic gases with large dipole moments confined in opti-
cal lattices and organic chains are new examples of quasi-1D
dipolar systems [21,22].

It was experimentally shown [5], using a macroscopic
dipolar chain (see Fig. 1), that depending on the size and
separation between magnetic dipoles, a variety of stable static
magnetic configurations—(1) parallel to the external magnetic
field, (2) aligned with each other, or (3) “canted”—may show
up. All of these are such that a balance between the internal
dipolar interactions and the external field is reached [5,23].
Furthermore, it was demonstrated that hysteresis loops can
be designed in this system by controlling its geometry or the
interaction strength [5].

Those previously found states may coexist, and when the
external field is slowly varied, can give rise to hysteresis
regions with features such as shoulders in the hysteresis loops
and subcritical and supercritical transitions that have not been
explained to date. These findings could not be explained
by a pointlike model for the dipoles (as treated by classic
electromagnetism textbooks such as [24]). That is clearly
an oversimplification in the case where dipoles are not far
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FIG. 1. (a) Schematic of linear array with N = 5 magnetic dipoles. Dipoles (depicted here with positive charges in red and negative charges
in blue) can rotate around hinges that are equally spaced and define a line perpendicular to the external magnetic field. (b) Configurations
of parallel dipoles are trivial static solutions, independent of the external field, but they are unstable with the exception of the θα = 0 (all
up), θα = π (all down), θα = π/2 (all right), and θα = −π/2 (all left). Here we show a limited selection of representative configurations.
(c)–(m) Experimental realization of the model using neodymium magnets (2a = 5.0 mm) that can rotate around an out-of-plane axis. This
experiment shows a fully polarized configuration (h) and a ferromagnetic ground state (i). (c), (e), (f), and (j)–(m) show stable defects found
by programming the initial configuration of the system under an external uniform magnetic field. Experimental chain sizes were N = 11 and
N = 8.

away with respect to each other. Instead, we use a finite
model that assumes that the separation between interacting
objects is of the same order as their size [see Fig. 1(a)].
This assumption allows the study of the effect of separa-
tion between them, and transitions between monopolar and
dipolar regimes. To make this clear, we use the fact that
interactions between magnetic objects having a magnetization
�M can be mapped into a problem where magnetic charges
ρM = −�∇ · �M and σM = �M · n̂ interact via a scalar potential.
This way of modeling is completely analogous to a situation
where electrically charged bodies interact, but in the magnetic
case all charges must add up to zero [25,26]. This approach
has been widely used in the spin ice community, for instance
in the eponymous work by Castelnovo et al. [15], where
magnetic defects in the pyrochlore lattice [27] were modeled
as emergent magnetic monopoles, allowing for first time to
provide a condensed matter realization of asymptotically free
magnetic monopoles [28]. This approach, mapping magnetic
textures into Coulomb-like charges, has allowed the under-
standing of several problems in magnetism, such as domain
wall dynamics [29], the onset of Walker breakdown [30],
or the viscous dynamics of vortices in a ferromagnetic film
where the conservative part of the interaction between defects
in two-dimensional films resemble Coulomb interactions in
two dimensions [31,32].

The main objective of this article is to study the birth, evo-
lution, and death of all the possible solutions allowed by this
classical system. We unveil the existence of unstable solutions
and nontrivial stable solutions and characterize the symme-
tries of all the states. We use bifurcation theory and numerical
continuation for an exhaustive exploration of all the branches.
We find spontaneous symmetry-breaking bifurcations, stable
“localized” solutions, and when several stable states coexist,
nontrivial basins of attraction with fractal boundaries. We also

show that these stable “localized” solutions are the smallest
possible realizations of domain walls (DWs) reported long
ago in micromagnetic simulations of permalloy films [33],
and nicely explained in terms of emergent topological de-
fects [30,34]. To test our numerical findings, we perform
experiments using magnetized neodymium rods, hinged using
a graphite bar mounted in a holed Teflon holder for a low
friction system. To control the external magnetic field we
introduced the system into a large solenoid. This experimental
setup is similar to the one used in Ref. [5]. This allowed us
to confirm the existence of several stable states that contain
defects for certain values of the experimental parameters [see
Figs. 1(c)–1(m)]. Our findings provide the simplest realization
of DWs, showing that dipolar objects at any scale are per-
fect candidates to support these types of topological defects.
Furthermore, even though we have used a magnetic experi-
mental realization of the model system, the symmetry analysis
performed will hold true for any type of dumbbell-like ob-
ject such as water molecules or other molecules that present
charge imbalance [35]. The mapping between the magnetic
dipolar chain and its electric relative is that the coupling con-
stant will be the Coulomb constant k = 1/(4πε0) instead of
μ0/4π , and the external field will be �E instead of �B. Our work
opens up several venues for future research, such as the study
of resonant motion of DWs [36], the stabilization of unstable
trajectories [37], the study of magnetoelastic metamaterials
[38,39], and the fast evaluation of path integrals for small
magnetic clusters [40,41].

II. MODEL AND SYMMETRIES

For the sake of concreteness, we consider a set of N mag-
netized bars with XY symmetry [see Figs. 1(c)–1(m)]. Each
magnetic rod can be viewed as a magnetic dipole; that is,
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each magnetic bar has a positive magnetic charge at one end
and a negative one at the other [42]. Therefore, we use a
“dumbbell” model that assumes that the magnetic charges are
concentrated at the end points of bars of uniform density (see
Fig. 1 for a schematic and the definition of the angles). For
each dipole (labeled by α = 1 . . . N ; charges belonging to a
given dipole are labeled by i ∈ α) we consider the four torques
induced by every other dipole (full long-range Coulomb-like
interaction between the two pairs of magnetic charges in the
two dipoles):

Iα
d2θα

dt2
=

( μ0

4π

) ∑
β �=α

∑
i∈α

∑
j∈β

QiQj

(
�ai × �ri j

r3
i j

)
· ẑ

− ηα

dθα

dt
+ ( �Pα × �B) · ẑ, (1)

where Iα is the moment of inertia of the dipole, μ0 is the
vacuum permeability, Qi is the magnetic charge, �ai is the
vector that goes from the rotation center to the charge Qi, �ri j is
the vector that goes from the position of Qj to the position of
Qi, and ηα is the damping. The external magnetic field �B = Bŷ
is uniform.

The magnetic dipolar moment of each dipole is

�Pα =
∑
i∈α

Qi�ai. (2)

Unless explicitly stated, we assume identical dipoles—|Qi| =
Q, |�ai| = a, Iα = I, ηα = η—and centers of rotation placed in
a linear lattice of separation 2a + 
. This linear array is
oriented perpendicular to the applied field �B. We emphasize
that a magnetized bar can be described by its volumetric
and surface magnetic charges [25], and in particular for the
experimental realization reported here Q = M0πr2, where M0

is the magnetization of the bar, and r its radius.
Given that there are several terms competing in Eq. (1)

it is useful to find the typical timescales at play. Ratios of
those timescales are dimensionless quantities that will be
used as control parameters in this work. The magnetoinertial
timescale is

τB = 2π

(
I

2aQB

)1/2

. (3)

The damping timescale is

τη = I/η. (4)

The Coulombic timescale is

τc =
(

4π
2I

μ0aQ2

)1/2

, (5)

where the closest possible distance between magnetic charges

 has been used as the relevant length scale for this problem.
Full details of the definition of these timescales can be found
in the Supplemental Material of Ref. [5].

Finally, collective oscillations of the ferromagnetic ground
state ( �B = �0) generate collective normal modes. The disper-
sion relation for normal modes is

ω =
√( μ0

4π

)a2Q2

I
3
[1 + cos (kL)], (6)

which in the low-energy limit kL → 0 defines a collective
timescale given by

τo = 2π

√(
2π

μ0

)
I
3

a2Q2
, (7)

which corresponds to the typical timescale for an excitation
that has a canted magnetic texture. That is, all angular dis-
placements in phase have θα ∼ 1. These types of oscillations
can be excited using a magnetic field of the type �B(t ) =
B0 sin(
t )ŷ. The lowest-energy excitation mode is the one
corresponding to kL → π corresponding to a spin-wave ex-
citation, that is, θα ∼ (−1)α . The ratio between the timescales
τo and τc shows that a relevant dimensionless parameter for
this system is 
/a. Therefore, we can use as control param-
eters 
, which is the minimum distance between charges of
neighboring dipoles, and b = B/Bc, which is a dimensionless
magnetic field, where Bc = (μ0/4π )(Q/a2) is a characteristic
internal field.

For characterization of the states of the dipoles we use the
averages of the horizontal and vertical projections of the long
magnetization axes:

mx = 1

N

N∑
α=1

sin θα, (8)

my = 1

N

N∑
α=1

cos θα. (9)

In the following, we will use two complementary diagrams:
(b, my) and (b, mx ). Because of the symmetries of the system,
a point in these diagrams may represent more than one solu-
tion configuration of Eq. (1).

A. System symmetries

A linear chain of rotating dumbbells has certain symme-
tries that are relevant for the existence of trivial solutions
and for the degeneracy of nontrivial ones [43]. Group theory
offers a rigorous characterization of the symmetries of the
solutions and the symmetry-breaking bifurcations that can be
generically expected.

A symmetry of the system is a transformation of the angles
θ = {θ1, θ2, . . . , θN } that appears as a regular transformation
of the torques:

γ F (θ ; b) = F (γ (θ ; b)),

where F is the right-hand side of Eq. (1) assuming θ̇ = 0.
These transformations map every equilibrium state θ onto
equilibrium states with the same stability.

More concretely, the dynamics of the linear array of dipoles
is invariant under the following:

(i) A reflection with respect to the vertical axis through the
midpoint of the linear array:

ν : θα → −θN−α+1.

A solution θ and its transformation νθ will share the same
value of my, but mx with opposite sign. This transformation
satisfies ν2 = 1 and generates the cyclic group Z2(ν).
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FIG. 2. Isotropy lattice of Z2(ν ) × Z2(κ ). Representative exam-
ples of configurations possessing each isotropy subgroups are Z2 ×
Z2 [(h) in Fig. 1]; Z2(κ ) combinations of up and down are not stable
(and not shown in Fig. 1); Z2(νκ ) [(d), (g), (i), (l) in Fig. 1]; Z2(ν )
[(c) in Fig. 1]; 1 no symmetry [(e), (f), (j), (k), (m) in Fig. 1].

(ii) A reflection of each dipole with respect to the vertical
direction:

κ : θα → −θα.

A solution θ and its transformation κθ will share the same
my, but mx with opposite sign. This transformation generates
the cyclic group Z2(κ ).

(iii) A field reversal:

μ : b → −b, θα → π + θα.

The whole diagram (b, my) will be symmetric under a
reflection through the center, and the diagram (b, mx ) will
be symmetric under reflections with respect to the vertical
and horizontal axes. Unless b = 0, this transformation is a
parameter symmetry since it involves both the state θ and the
parameter b; it does not affect the multiplicity of solutions but
induces a symmetry in the bifurcation diagrams.

The symmetry of the generic system b �= 0 is charac-
terized by the group � = Z2(ν) × Z2(κ ) = {1, ν, κ, νκ}. We
will classify the symmetry of a solution θ by its isotropy
subgroup �θ = {γ ∈ �|γ θ = θ}. For the linear array, the pos-
sible isotropy subgroups are Z2(ν) × Z2(κ ), Z2(νκ ), Z2(ν),
Z2(κ ), and the trivial group 1, as depicted in Fig. 2. This
diagram predicts possible symmetries of solutions (described
by their isotropy subgroups). Connections between subgroups
represent possible symmetry-breaking bifurcations as param-
eters of the system are varied. For instance with N = 3 and
small 
, the up-up-up solution, that has symmetry Z2(ν) ×
Z2(κ ), bifurcates for some value of b to the left-up-right
solution of symmetry Z2(ν), that in turn suffers a secondary
bifurcation at some other value of b where it loses the remain-
ing symmetry. Now some of the links in the isotropy lattice
are not associated with bifurcations, since the system does
not allow continuous deformations with the required symme-
tries, as is the case between configurations up-up-up [isotropy
subgroup Z2(ν) × Z2(κ )] and up-up-down [isotropy subgroup
Z2(κ )]. The isotropy lattice does not predict the stability of
the solutions or the precise location of the bifurcations in
parameter space. In the Supplemental Material [44], we apply
the trace formula to a representation of these transformations
and obtain predictions for the dimensions of the fixed spaces.

B. Trivial static states of the linear array

The symmetries of the system allow the identification of
simple configurations that are trivial static equilibria.

All the 2N configurations with dipoles parallel to the
(nonzero) magnetic field, θα = 0 or π [see Fig. 1(b)], are static
solutions for arbitrary field intensity b. These are the parallel
trivial solutions that satisfy κθ = θ . They are all unstable
saddle configurations with the exception of the fully polarized
states:

(i) θα = 0, “all up”: stable for large positive b;
(ii) θα = π , “all down”: stable for large negative b.
All parallel configurations are invariant under action κ , but

only a few are invariant under ν.
Some of the parallel configurations can be connected via

a transformation in � (they belong to the same group orbit,
for instance up-up-down and down-up-up), and some of the
values of my or mx (or their absolute values) may coincide.

Some of the parallel configurations do coincide in their
values of my and mx despite having different symmetries,
for instance up-down-up and up-up-down. They are not con-
nected via a transformation in �.

In the absence of an external magnetic field b = 0, all
the 2N configurations with aligned dipoles θα = ±π/2 [see
Fig. 1(b)] are static solutions. These are the aligned trivial
solutions. They are unstable with the exception of the ferro-
magnetic states:

(i) θα = π/2, “all right”: stable for b = 0;
(ii) θα = −π/2, “all left”: stable for b = 0.
These are the aligned trivial solutions. Some aligned con-

figurations are invariant under actions κ or κν.
Now for nonzero b the solution branches that result from

continuation of these solutions retain some of the symmetries
of the initial solution and may switch stability, as we will show
in the next section. These bifurcations may be associated with
merging of branches.

III. STABLE AND UNSTABLE SOLUTIONS

Using numerical continuation software AUTO [45] and
considering all the different trivial solutions (parallel and
aligned) at b = 0 and at b = ±∞ as seed solutions, we ex-
haustively computed a large number of branches of solutions
of Eq. (1) for a wide interval of values of control parameter
b. There may, however, exist other special branches that live
within limited regions of b that do not include b = 0; the study
of these special branches will require ad hoc exploration.

The characterization of the stability of the solutions can
be performed using the eigenvalues of the 2N × 2N Jaco-
bian matrix of Eq. (1) at the equilibria: stable solutions have
eigenvalues with negative real parts only. Stable solutions cor-
respond to minima of the potential energy of the system. In the
(b, my) and the (b, mx ) diagrams we show all the branches that
were found for a given selection of N and 
/a. The sections
of stable solutions will be highlighted (by thick blue lines) in
these diagrams as they are the ones that can be observed in
adiabatic experiments.

We can recognize the following special points in the bi-
furcation diagrams: turning points and pitchfork bifurcations,
points where a branch makes a turning point or fold. If the
solution switches stability at the turning point, it is a saddle-
node bifurcation. If the solution remains unstable before and
after the turning point, it is a saddle-saddle bifurcation.
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FIG. 3. (a) Bifurcation diagram for N = 3 magnetic dipoles with separation parameter 
/a = 6/5. Branches are projected on the (my, b)
and the (mx, b) planes. Red lines represent unstable states; blue lines represent stable states. Horizontal lines in my diagram represent trivial
parallel solutions. Only two of these branches are stable within a wide range of b: all up, and all down. In the (b, my ) figure, the third horizontal
line from the top represents three solutions: down-down-up, down-up-down, and up-down-down. They become unstable at two separate
pitchfork bifurcations, as depicted in diagram (b, mx ). Intermediate horizontal lines in (b, my ) represent several parallel states that overlap;
some of them show additional pitchfork bifurcations but no stable solutions are born. Stable canted solutions emerge from the center of (b, mx )
diagram and die in the aforementioned pitchfork bifurcations. (b) Case N = 3 with 
/a = 5. Here there is no stable coexistence between
canted states and the parallel states since the bifurcation is supercritical. (c) Similar to (a) but now linear chain is tilted at 10 degrees with
respect to x axis shown in Fig. 1(a). Some fine details of diagrams are transformed as pitchfork bifurcations become saddle-node bifurcations,
and parallel trivial states are not always solutions. (d)–(f) Experimental stable configurations found for N = 3. The numbered configurations
correspond to the different branches shown in (a).

Points of a branch where another branch is born are as-
sociated with the presence of symmetries in the solutions.
The symmetry of the branch that is born is usually lower (its
isotropy subgroup has a smaller number of transformations
than the parent branch). A change in stability may occur
sometimes at these points.

We analyze in detail linear chains of size N = 3, 6, and 8,
because the first one can be fully described due to the small
number of trajectories. On the other hand, N = 6 and N = 8
systems are great examples to show how the complexity of
the system grows, but keeping the basic ideas of the N = 3
untouched.

For N = 3 and 
/a ∼ 1, shown in Fig. 3(a), the (b, my)
diagram shows several horizontal lines that correspond to triv-
ial parallel solutions. In the (b, mx ) diagram all these branches
coincide in a single horizontal line mx = 0. The all-up solution
corresponds to my = 1 and has a stable section beginning at

some positive value of b. A similar observation can be made
for the all-down solution. Their isotropy subgroups are both
�θ = Z2(ν) × Z2(κ ).

Several canted states emerge from trivial aligned states
θα = ±π/2 at b = 0. They are unstable with the exception
of the state with all dipoles canted in roughly the same di-
rection, associated with a branch with a “reversed S” shape
that features two saddle-node bifurcations and connects with
all-up and all-down at two pitchfork bifurcations [as can be
appreciated from the (b, mx ) diagram].

The stable canted state [label 5 in Fig. 3(a)] has the sym-
metry θ1 = θ3 > θ2 (an observation that applies to larger N).
Its isotropy subgroup is �θ = Z2(νκ ). There are two versions
of this state, one canted to the right and another one to the
left (that belong to the same group orbit). For this particular
choice of 
, this main canted branch makes a turning point
and becomes unstable before merging with the all-up and
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all-down branches. This is a subcritical pitchfork: in a
gedanken experiment, as the parameter b is varied outside the
stability region, the states of the dipoles rapidly rearrange and
relax to either the all-up or the all-down states.

Branches beginning at states featuring other combinations
of ±π/2 are unstable and touch states θ = 0, π after some
saddle-saddle bifurcations that do not involve changes in sta-
bility. There is another canted state (label 6) that connects
all-up and all-down but it is completely unstable. It also
has isotropy subgroup Z2(νκ ), but their angles have different
signs. In contrast, the shorter branch [label 7 in Fig. 3(a)] that
connects up-down-down with down-up-up does not exhibit
any symmetry.

There are two branches associated with “cross” solutions
(label 8) that feature the central dipole pointing always in
the same direction, while the other two perform a symmetric
motion: θ2 = 0 (or π ), θ1 = −θ3. These peculiar solutions
are always unstable and only exist for odd N . Their isotropy
subgroups are Z2(ν), connecting all-up with down-up-down,
or all-down with up-down-up.

These diagrams show two tristable regions, agreeing with
experiments [5], where ferromagnetic, canted, and fully po-
larized states were observed for different magnetic fields [see
Figs. 3(d)–3(f)]. The whole (b, my) diagram is symmetric
under the reflection through the center because of Z2(μ). The
whole (b, mx ) diagram is symmetric under the reflection with
respect to the horizontal axis because of Z2(κ ), symmetric
under the reflection with respect to vertical axis because of
Z2(μ).

For larger separation between dipoles, for instance 
 =
5a, most of the features of the diagrams remain but there are
some differences that we emphasize. In Fig. 3(b) we show
the corresponding diagrams. Canted states live in a narrower
interval of parameter b, their branches are now more straight,
and there is no coexistence between stable canted states and
stable all-up or all-down states. The pitchfork bifurcations are
supercritical since the dipoles smoothly become vertical as b
is varied. The diagrams have the same symmetries as noted
for smaller 
/a.

These findings suggest that by using b and 
/a as control
parameters, not only the bifurcations are going to shift, but
whole new stable branches are going to be created by pairs of
folds along certain branches.

Some of the symmetries can be removed to unfold the
degeneracies of the (b, my) and (b, mx ) diagrams. In Fig. 3(c),
the linear array of dipoles is oriented not perpendicular to the
direction of �B but subtending an angle of 80 degrees. The
model Eq. (1) is still valid, but the locations of the centers
of rotation of the dipoles (xα, yα ) are now different. As a re-
sult, the symmetry Z2(κ ) is now broken. Parallel trivial states
θ = 0, π are no longer solutions for finite b and the canted
states to the right and to the left unfold into two separate
curves. Pitchfork bifurcations become saddle-nodes. Interest-
ingly, both (b, my) and (b, mx ) diagrams are still symmetric
under reflection through the center because of Z2(μ).

For larger N , the number of branches grows exponentially
as a result of the large number of combinations that define
trivial states. The number of bifurcations also grows, and for
small 
/a, the shape of the curves associated with canted
solutions develops many turns. All these phenomena facilitate

the existence of multiple stable states that we observe in ex-
periments. See Figs. 1(d)–1(f) and Figs. 1(j)–1(m) for N = 11
and N = 8, respectively.

For instance, for N = 6 and 
/a = 6/5 depicted in
Fig. 4(a), the number of red curves (unstable) is quite large,
but the messiness is only superficial since both diagrams
are still organized by the same symmetries. The main stable
canted branch becomes “wavy” featuring more saddle-node
bifurcations and new stable sections. These small stable
sections are relevant because they explain small jumps in
magnetization that correspond to sudden jumps in the extreme
dipoles that become more vertical as b is varied beyond the
saddle-nodes.

There are other branches that acquire stable sections after
one or more folds. There are also branches with short stable
sections not limited by turning points: these changes in sta-
bility generate additional branches of reduced symmetry that
may have stable solutions. All these symmetry-breaking bi-
furcations follow the predictions of the isotropy lattice shown
in Fig. 2. The new stable states are interesting because the
dipoles are oriented in different directions, and depending
on the magnetic texture, may form new objects that can be
manipulated to store or process information [46]. We have
confirmed the existence of some of the numerically found
states. These highly nontrivial heterogeneous stable solutions
are shown in Figs. 1(c)–1(m).

For N = 8 and small 
 = 6a/5, as depicted in Fig. 4(b),
we found a more extreme growth in the number of unstable
solutions. But the number of new stable states is even more
remarkable. There is even a new state for b = 0, that could
be observed without an external magnetic field. The state
5 in Fig. 4(b) was experimentally observed and a double
defect is shown in Fig. 1(j) similar to the predicted state 7
in Fig. 4(b). These solutions should be “programmable” by
direct manipulation of the dipoles, opening an opportunity
for the development of XY metamaterials. The structure of
these new stable solutions is reminiscent of “magnetic do-
mains.” This is similar to localized structures (a few vertical
dipoles surrounded by mostly horizontal ones) and “snaking”
(sequences of saddle-nodes and saddle-saddle bifurcations)
in the context of continuous 1D media (see for instance the
review [47]).

IV. BASINS OF ATTRACTION

In the previous section we have unveiled branches of solu-
tions of the dipole equations that can be traced to some of the
trivial (parallel or aligned) solutions. Although most of these
new nontrivial branches are unstable, there are some sections
that are stable and thus can be found in experiments [see
Figs. 1(c)–1(m)]. Now for the characterization of stability,
we have used the real part of the eigenvalues of the Jacobian
of the system. The criterion of eigenvalues is not the only
characterization or the most effective one. Another criterion is
the analysis of the potential energy associated with the torque
equations:

U =
∑
α,β

∑
i∈α, j∈β

μ0

4π

QiQj

ri j
−

∑
α

∑
i∈α

ai|Qi|B cos θα. (10)
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FIG. 4. (a) Bifurcation diagrams for N = 6 magnetic dipoles with separation parameter 
 = 6a/5. Red lines represent unstable states; blue
lines represent stable states. The branch that results from the aligned trivial state has additional saddle-node bifurcations and new stable sections
emerge. Configurations of the N = 6 dipoles corresponding to numbered points are shown in the bottom panel. (b) Bifurcation diagrams for
N = 8 magnetic dipoles with separation parameter 
 = 6a/5. Configurations of the N = 8 dipoles corresponding to numbered points are
shown in the bottom panel. Both N = 6 and 8 cases show stable localized structures, even for b = 0. Compare with Figs. 1(c)–1(m).

The depths and widths of the energy minima give infor-
mation about the attractiveness of each stable equilibria, in
particular in the presence of random perturbations that gener-
ate transitions between minima (as considered for instance in
Ref. [48]).

In the context of arbitrary initial conditions for the an-
gles, an interesting idea is the concept of basins of attraction
[49,50]: a map from the 2N-dimensional space of initial con-
figurations θα (0), θ̇α (0) to the stable states that are reached
after a long time. Now, in contrast to the static case, inertia and
friction are relevant. This is not only because they determine
the timescale of the relaxation dynamics, but also because
they determine the details of the trajectories and the final
energy minimum that is reached. The ratios of the volumes of
the basins of attraction indicate the relevance of the different
stable static solutions (see [51] for a different approach).

As the dimension of the space of initial configurations
θα (0), θ̇α (0) is large, we should explore 2D sections, for in-
stance by fixing θ̇α (0) or by imposing restrictions on θα (0)
and θβ (0).

Setting specific values of N, b,
 that guarantee coex-
istence of two or more stable states, we have detected
boundaries of basins of attraction that show unexpected rich-
ness and beauty. Even if the dynamics is relatively simple, the
basins are not.

For instance, for N = 3 and three stable states, as depicted
in Fig. 5, we have a parallel trivial state with my = 1, mx = 0,
and two canted states with my < 1 and mx of equal magnitude
and opposite sign. We find interesting shapes for the three
basins of attraction, by using a value of b such that the three
basins have similar volumes. Using different values θ2(0) and
setting θ̇α = 0, we find 2D sections with unexpected shapes.
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FIG. 5. Basins of attraction for N = 3 dipoles featuring 3 stable equilibria. Other parameters: b = 0.2, 
/a = 6/5, η/I = 0.133, θ̇α (0) =
0. Each plot corresponds to a different choice of θ2(0), selecting a 2D section in the 6D space of initial configurations. Diagrams show mx of
the final state after a sufficiently long time. Red points indicate positive values; blue points indicate negative values.

The map of basins will inherit the symmetries of the se-
lected section. For instance, by choosing θ2(0) = 0 or π ,
points (θ1(0), θ3(0)), (θ3(0), θ1(0)), (−θ1(0),−θ3(0)), and
(−θ3(0),−θ1(0)) belong to the same group orbit, and the 2D
sections will have symmetry under reflection with respect to
the diagonal θ1(0) = θ3(0) and under reflection with respect to
the diagonal θ1(0) = −θ3(0) (as shown in the central column
of Fig. 5). On the other hand, by choosing θ2(0) �= 0 or π ,
(θ1(0), θ3(0)) and (−θ1(0),−θ3(0)) no longer will be in the
same group orbit, and the 2D section will only be symmetric
under reflection with respect to the diagonal θ1(0) = θ3(0) (as
shown in left and right columns of Fig. 5).

For more dipoles and smaller damping, the boundaries of
the basins can become rugged and even fractal. As the volume
occupied by these fractal structures grows, the dynamics be-
comes extremely sensitive to changes in initial configurations.
It is possible to measure the capacity dimension of the bound-
ary that separate the basins and make a connection with an
exponent that measures the uncertainty [52]. For N = 6 and
three stable states, see Fig. 6, similar to the previous case, the
12-dimensional space of initial configurations can be explored
by suitable 2-dimensional sections. One possibility is setting
θ̇α (0) = 0 as before and now locking θ1(0) = θ2(0) = θ3(0)
and θ4(0) = θ5(0) = θ6(0). Both diagrams are symmetric un-
der reflections with respect to both diagonals.

The all-up state (my = 1, mx = 0) is dominant but there are
large sections of the maps that show extreme sensitivity to
initial conditions: transiently chaotic dynamics in the presence
of dissipation. There are two billiard-shape regions, one with
positive mx and other one with negative, as well as “arms”
from the all-up state into the chaotic regions.

The sensitivity to changes in initial conditions can be quan-
tified using the concept of boundary basin entropy developed

by Daza et al. [54] from a discretized map:

Sbb = 1

NNb

N∑
i=1

mi∑
j=1

pi, j ln

(
1

pi, j

)
, (11)

where i = 1 . . . N labels all the boxes of size ε; j = 1 . . . mi

labels the possible states reached by initial conditions in that
particular box; pi, j is the probability that an initial condition
inside the box reaches state j. Nb is the number of boxes that
have more than one final state. It quantifies the roughness of
the boundaries: the uncertainty referring only to the bound-
aries, without taking into account the volumes of the basins. It
provides a sufficient condition to assess that some boundaries
are fractal. Fragmented boundaries are an indication of di-
verging trajectories that spend a long time exploring different
regions of phase space (a phenomenon known as transient
chaos) before reaching a stable configuration. Smooth bound-
aries possess low Sbb; rugged boundaries, high Sbb. More
specifically, for the boundary to be fractal a sufficient but not
necessary condition is Sbb > ln 2 [54].

Here we do not assess the entropy of the whole 2N-
dimensional space but of selected 2D sections. For instance
N = 3 in Fig. 5, the values of Sbb are 0.5698, 0.5803, and
0.5936, respectively. For N = 6 in Fig. 6, Sbb = 0.8056,
which indicates fractal boundaries.

As an example, while analyzing the case N = 5 for several
values of the friction coefficient η, we found fractal bound-
aries of basins. Increasing the friction the boundaries become
smoother and Sbb decreases below ln 2. In Fig. 7(a), we
show the impact of the friction coefficient. We use θodd(0) =
θ1(0) = θ3(0) = θ5(0) and θeven(0) = θ2(0) = θ4(0).
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FIG. 6. Diagrams showing my and mx of the final state after a sufficiently long time. They are the basins of attraction for a system of
N = 6 dipoles featuring 3 stable equilibria. In this figure the parameters are b = 0.2, 
 = 6a/5, η/I = 0.133, θ̇α (0) = 0. Red points indicate
positive values; blue points indicate negative values. Given the enormous (12D) space of initial configurations we have used the following 2D
section: θ1(0) = θ2(0) = θ3(0) = θleft (0) and θ4(0) = θ5(0) = θ6(0) = θright (0). The all-up state (my = 1, mx = 0) is dominant, but there are
large regions of the maps that are extremely sensitive to initial conditions.

(a)

(b)
(c)

FIG. 7. Analysis of basins of attraction for N = 5 dipoles featuring several stable equilibria or torque-free configurations. Other parameters:
b = 1, 
/a = 0.2, θ̇α (0) = 0. (a) Diagrams show mx of the final state after a sufficiently long time for four selected values of η. Red points
indicate positive values; blue points indicate negative values. The following 2D section is used: θ1(0) = θ3(0) = θ5(0) = θodd(0) (horizontal
coordinate), and θ2(0) = θ4(0) = θeven(0) (vertical coordinate). (b) Bifurcation diagram (b, my ) showing coexistence of several stable branches;
in particular for b = 1 there are more than 6 stable states. (c) Boundary basin entropy Sbb as a function of η/I , for three different numbers of
dipoles. For η/I < 0.05, the entropy Sbb > ln 2 suggests that the boundaries are fractal.
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FIG. 8. Comparison of the domain walls found in permalloy thin films [30,33], and in a dipolar chain. In (a) and (b) micromagnetic
simulations performed with the OOMMF software are shown [53]. The simulation parameters for (a) are L = 1000 nm, W = 250 nm, t = 32
nm, and material parameters typical for permalloy, and for (b) L = 1000 nm, W = 250 nm, t = 2 nm. In (c) and (d) we show coarse-grained
interpretations of the numerical simulations that consider four regions and their average magnetization represented by white arrows. (e) and (f)
show the solutions experimentally found in our macroscopic experiment for N = 8, and that can also be observed in Fig. 1.

Since (θodd(0), θeven(0)) and (−θodd(0),−θeven(0)) belong
to the same group orbit the whole diagram will be symmetric
under reflection through the center point.

The entropy was also computed for N = 3, N = 4, and
N = 5 for several values of η/I , allowing us to verify
the intuitive idea that at low damping the basins become
fractal. However, no estimate for the transition value is
provided.

V. MICROMAGNETIC SIMULATIONS

To better understand the relevance of the localized solu-
tions predicted in diagrams such as Fig. 4, and experimentally
found in Fig. 8, we note that they are extremely similar to
the well known transverse and vortex DW solutions first re-
ported by McMichael and Donahue [33] in the context of
micromagnetic simulations [53], and later explained in terms
of topological charges [34]. To make this apparent, we draw
the coarse-grained versions of the domains found in the mi-
cromagnetic simulations, and compare these textures with the
magnetic bars used in our experiments. The vector field gen-
erated by the reported DW has a texture that is topologically
equivalent to the one seen in permalloy thin films. This clear
analogy opens a door for further miniaturization of domain
wall logic, as our results show that dipolar systems similar
to the classical realization shown here can display localized
structures. Therefore, racetrack memories or related devices
[46] are likely to be miniaturized down to the scale of the
smallest dipolar objects [35].

VI. CONCLUSIONS

In this article we have studied a simple yet extremely
rich system of polar objects that are endowed with XY local
symmetry, and are arranged in space along a line. Despite
its apparent simplicity, interactions and symmetries conspire
to produce the fine structure of the magnetic response of the
system which is a reflection of the symmetries of the system,

and therefore depends on the full set of possible solutions,
on whether they are stable or unstable. The numerical and
experimental results have shown that there are transverse and
vortex types of defects that are stable in large regions of the
parameter space.

Furthermore, for large enough chains of polar objects many
defects are supported and there are possible stable solutions.
The collision of two domain walls allows the transition from
one solution to another. Typically this transition is accompa-
nied by the emission of spin waves. However, we believe that
by a resonant driving, it should be possible to pump DWs in a
system of this type.

Overall, the richness of the possible solutions found in this
system allows us to describe all the details of the hysteresis
curves found in [5], and highlights the role of group theory
to describe the possible solutions in these types of systems.
Moreover, we have shown that these DWs are stable in a
large region of the parameter space, even when chains have
very few components; therefore this is a call to push for
the miniaturization of DW logic using race track memories
[46]. Albeit, effects such as magnetocrystalline anisotropy are
likely to play an important role [55].

We close by pointing out that the analysis performed in this
system (the description of all possible solutions) allows for the
easy computation of the probability amplitude by summing
over all (stable and unstable) histories à la Feynman. Thus,
defining a path integral over all classical solutions, regardless
of its stability, will provide an extremely useful tool for the
computation of interference effects in magnetic clusters. In the
case of classical systems, the unstable trajectories cannot be
measured with an adiabatic experiment, and they are hard to
measure even in parametrically forced situations. However, as
the quantumness of the system increases unstable trajectories
become as important as stable ones to define the fate of the
system. This observation suggests that the characterization of
all the classical trajectories and the symmetries that enforce
transitions in real space are a key factor for our understanding
of atomic magnetic clusters [56,57].
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