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Abstract— Eye-hand coordination is a primordial reach-to-
grasp action performed by a human hand when reaching for
an object. This paper proposes the use of a visual sensor which
allows the simultaneous analysis of hand and eye motions in
order to recognize the reach-to-grasp movement, i.e. to predict
the grasping gesture. This solution fuses two viewpoints taken
from the user’s perspective. First, by using an eye-tracker device
attached to the user’s head; and second, by utilizing a wearable
camera attached to the user’s hand. The information from these
two viewpoints is used to characterize multiple hand movements
in conjunction with eye-gaze movements through a Hidden-
Markov Model framework. In various experiments, we show
that combining these two sources of information allows the
prediction of a reach-to-grasp movement as well as the desired
object.

keywords: Visual system, gesture recognition, eye-hand coordi-
nation, reach-to-grasp movement, object recognition.

I. Introduction

Over the past few years, there has been a growing in-
terest in the design of robot-based rehabilitation therapy
to aid patients with arm disabilities, specifically in those
with neurological injuries or disorders (e.g. [1], [2], [3]).
The majority of these studies have been dedicated to the
development of complex active-orthosis systems to improve
and reinforce upper limb motion (e.g. [4], [3]). Other in-
vestigations have advocated the analysis of human motion
in order to infer human actions (eg. [5], [6]). Along that
same line, the system proposed by Jarrasé, et al. [7] shows
how human motion prediction can be used to improve robot
transparency1. Nonetheless, in order for these systems to
be applied in realistic situations, they need to be able to
identify early on which gesture will be used; in other words,
what are the user’s intentions? Thus, robot controllers could
produce a better response in comparison to purely reactive
strategies [7].

This paper investigates a novel approach to recognize hu-
man intentions by fusing information from multiple wearable
visual devices. With the goal of designing an easily embed-
ded device for an active orthosis, we developed a method that
utilizes only the user’s gaze and reach-to-grasp movements.
The system is composed of 1) an eye-tracker device that
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1the robot’s capacity to follow human movements without any human
resistive force

captures a field-of-view (FOV) similar to the user’s as well as
the user’s estimated gaze position with regards to the camera;
and 2) a camera attached to the user’s wrist that captures
a similar scene to that of the eye-tracker camera (Fig.1).
The visual information captured from these two points-of-
view allows us to exploit eye-hand coordination through
an HMM process to predict user grasp intentions and the
desired object. The methodology is composed of two main
steps. Firstly, we propose a method that uses only the visual
information from the wrist camera to recognize reach-to-
grasp movements. Secondly, this information is combined
with an object recognition methodology and eye-movement
analysis in order to differentiate fixations from reach-to-
grasp movements. This method is capable of detecting when
a user wants to grasp an object as well as which specific
object is desired from the scene. The experiments have been
carried out in two stages according to the each phase of our
methodology. The objects have been placed on a fixed table
in similar conditions to a classic therapy protocol [8].

The rest of the paper is organized as follows: Section II
discusses prior work on human gesture recognition; Sec-
tion III explains the proposed method; Section IV shows
experimental results; and finally, Section V presents our
contributions and succinctly describes some ongoing and
future works.

II. RelatedWork

Hand-Eye coordination in grasping gestures: Human
beings posses a highly developed ability to grasp objects
under many different conditions taking into account vari-
ations in position, location, structure and orientation. This
natural ability controlled by the human brain is called eye-
hand coordination. This action is regulated by the interaction
of several sensorimotor systems such as the visual system,
vestibular system and proprioceptive system [9]. In this
investigation we define the grasping intention as the active
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Fig. 1. User’s posture when performing a reach-to-grasp action using an
eye-tracker and a camera beneath the wrist



conscious action of reaching for an object. The gaze remains
fixed for a short time when the user initiates a reach-to-grasp
action towards the object, simultaneously, hand trajectory
remains stable while moving toward the object [10]. These
two features are essential when predicting user intention.
Human motion analysis by computer vision methods:
These methods can be divided into three main approaches:
Passive, Wearable and Pointer paradigm which are relative
to user and camera positioning. The Passive approach (see
recent surveys [11], [12]) has two main scenarios depending
on whether the subject is captured with just one stationary
camera or with multiple cameras from multiple perspectives
in correspondence. The Wearable approach uses external
devices attached to the human body. The objective is to
obtain a continuous representation of the user’s environment.
At present, wearable cameras are offering new ways to
increase human-computer interactions mainly by allowing
the user to move freely and view any given scene without
being constrained by fixed cameras. The Pointer approach
is based on the idea where I am looking is what I want.
Currently, the device most employed to obtain a user’s gaze
is the eye-tracker. The eye-tracker allows the tracking of eyes
movements by producing an estimated position of the user’s
gaze in real-time relative to an image frame.
Discussion: In general, most methods to detect human
motion have been designed to employ passive and wearable
approaches. These methods have proven to be effective in
representing the action that takes place in the scene [13],
[14]; unfortunately, they cannot interpret user intention (de-
fined as the reach-to-grasp action towards an object) because
they are not designed to capture the user’s visual system.
For example, the system proposed by Sakita, et al. [5]
exploits human gaze to support cooperative work with robots.
Another example was proposed by Perini, et al. [15] with the
purpose of increasing user interaction for disabled people to
overcome motorial difficulties. The main restrictions of these
methods stem from the fact that eye-trackers are not designed
to analyze hand trajectory toward an object, because the eye-
tracker has no vision of the arm or hand. To overcome these
drawbacks, this paper investigates a method that combines
the wearable and pointer paradigm approaches.

III. Proposed method

As previously stated, our approach consists of detecting
reach-to-grasp movements before the user reaches the desired
object. Firstly, we use only the information provided by
the camera beneath the user’s wrist. The main idea is to
detect reach-to-grasp movements using an HMM framework.
Secondly, the prediction of gesture recognition uses a second
HMM that combines reach-to-grasp movements with an eye-
tracker. When a user wants to grasp an object, its gaze and
hand trajectory remain almost stable for a short time. This
information is used later to differentiate between fixations
and grasping intentions. In the following, we describe our
approach to detect: A) Hand motion recognition, and B)
Grasp intention recognition based on previous results.

Fig. 2. Proposed hand intention recognition model based on the analysis
of temporal slide windows (TSW) inter spaced by δ-frames

A. Hand motion recognition

Suppose that a user is performing a reach-to-grasp move-
ment towards an object, one can infer that the trajectory re-
mains steady. Accordingly, all other objects start to disappear
from the user’s scene. Conversely, if the hand movement
is too stochastic, the probability that a user is performing
a reach-to-grasp movement is reduced because the motion-
descriptor does not have an approaching pattern. The main
problem facing researchers is how to build a robust pattern of
motion. In our problem, the number of corresponding points
detected in time is low and their distribution is not uniform
within the image. Likewise, the distance between objects
and the camera is very close and movement is very fast;
at least at 50 cm/s. In these conditions, classic methods for
camera movement estimation are not well suited because they
suppose an a priori scene model or a large set of resilient
points. For these reasons our method is based on several
cues related to observed motions and extracted from a robust
pattern of motion based on Temporal Slide Windows (TSW).
These cues are then applied to a HMM framework in order to
recognize four normal hand motions, namely zoom-in, zoom-
out, translation and rotation. In natural prehensive gestures
(without obstacles), these movements are not completely
mixed. A general overview of hand motion recognition is
presented in Fig.2.
Movement representation using a TSW approach: The
main idea is to relate multiple corresponding points in order
to estimate global motion features or indicators2 in each
TSW, which corresponds to i) 7→ iv) steps in figure 2.
i) Feature Matching: Firstly, we extract invariant interest-

2in order to reduce ambiguities between motion features (or grasp features
in section III-B) and SURF features, we will call the motion features
indicators.
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Fig. 3. Schematic view of point correspondence in time-space. (a)
Corresponding points in 3D time-space volume; (b) Corresponding points
in 2D coordinates.

points by means of the SURF algorithm each δ-frame con-
tained in one TSW. This is schematically outlined in Fig.3.
For instance, let p j

1 = [x j
1, y

j
1, 1]⊤ be the j-th interest point

position at time t = 1 , and p j
n the interest point at time t = n

(last frame of the TSW). In order to seek a corresponding
relationship between both interest points we use the NNDR
criterion [16] between each p j

1 point and p j
n point.

ii) Vectorial movement: By applying the same procedure to
other images of the same TWS, we can build a global map
vector that converges to the point p j

n. In order to establish
a motion field along this time, several vectors of the same
point are required. Namely, let q j

i,n with i ∈ {1, . . . , n − δ}
be a homogeneous vector3 that relates points p j

i 7→ p j
n.

For this, we define the general motion of multiple vectors
that arrive at the point p j

n as Q j
17→n =

[
q j

1, . . . ,q
j
i , . . . , q

j
n−δ

]⊤
Matrix Q j

1 7→n defines the motion field for point j-th for all
frames until time t = n (for each δ-frames). Nevertheless,
this procedure does not assure that in every δ-frames there is
correspondence because of high geometric and photometric
distortions, or partial occlusions that could be present in
some frames. To assure that the motion field is correct, we
define a parameter ρ as the minimum number of rows in
the matrix Q j

1 7→n where inliers ≥ ρ is fulfilled. However, if
this last constraint is not fulfilled, we discard the motion
field for that point, in order to assure that the linear system
is correct. The next step is to derive only one vector that
represents the motion of point j-th along time. For this, we
map the angle of the j-th feature point along all inliers-
frames as F j

1 7→n =
[
F j

1,n, . . . ,F
j
i,n, . . . ,F

j
n−δ,n
]
, where F j

1 7→n is a
(1× inlier) angle vector of the SURF feature vector extracted
for each δ-frames for point j-th. In other words, each angle
F j

i,n weighs the relative significance between the features
of points p j

i 7→ p j
n. Thus, the smaller the angle between

3The vector q j
i,n is established between time t = i and t = n only for the

j-th point assuming correct matching. q j
i,n is defined as q j

i,n = p j
i × p j

n =

[x j
i , y

j
i , 1] × [x j

n, y
j
n, 1].

two vectors, the stronger the relation of the same point.
Conversely, when the angle-value is maximal, it could be
considered as noise. Based on such observation, we propose
to represent each angle-value as a weight vector after a linear
transformation. Hence, the vector F j

1 7→n is transformed to
vector F̃ j

1 7→n, used for weighing each motion vector such that

F̃ j
1 7→n = 1 −

αF j
1 7→n

max
(
F j

17→n

) . (1)

Experimentally α was fixed at 0.98 to use all vectors
mapped in F j

1 7→n. Nonetheless, the vector F̃ j
17→n is not cor-

rectly scaled. To determine a correct scale measure, we
compute N j

1 7→n as

N j
17→n =

F̃ j
1 7→n∑inlier

i=1 F̃ j
1 7→n(i)

, (2)

where
∑inlier

i=1 N j
17→n(i) = 1. The resultant vector N j

17→n gives a
correct measure of each angle value by taking into account
the relative significance between the angles contained in
F j

17→n. Finally, we compute the global vector of point j-th
as the vector

v j
17→n = Q j⊤

1 7→nN j⊤
1 7→n , (3)

where v j
1 7→n is a (1 × 3) that maps all Q j

1 7→n(k) vectors
into a single one by giving more value to vectors with
more similarity (straight line in Fig.3b-c ). Additionally, we
compute the normal directional vector in order to detect
rotational movements. For this, we define matrix Q⊥ j

1 7→n as
the normal motion field for point j-th. Therefore the normal
global vector is v⊥ j

1 7→n = Q⊥ j⊤
1 7→nN j⊤

1 7→n (Fig.3b).
iii) Intersection point: We now turn to the problem of
estimating the intersection point of multiple correspond-
ing points. Suppose we have determined multiple vectors
vΘ1 7→n, where Θ = {1, . . . , j, . . . , k} is the set of interest
points detected between time t = 1 and t = n and k is
the last point in correspondence. For this, let AΘ1 7→n be a
(k × 3) matrix that encodes all motion vectors as AΘ1 7→n =[
v1

1 7→n, . . . , v
j
1 7→n, . . . , v

k
1 7→n

]⊤
.

Experimentally, when a reach-to-grasp movement has been
initiated, multiple vectors intersect a common point, called
intersection point. To estimate the position of the unknown
intersection point, we formulate a non homogeneous system
of linear equations, described as follows[

AΘ1 7→n
0 0 1

]
︸            ︷︷            ︸

H

xy1
 =
[
0k×1

1

]
︸︷︷︸

b

. (4)

Changing the notation in matrix terms, (4) can be ex-
pressed as Hm = b, where H is an over determined matrix
coefficients of AΘ17→n vectors. To resolve this problem we use
the QR transformation [17]. Therefore, the solution for the
non homogeneous system, using the QR transformation is
m̂ = R−1 (Q⊤b

)
. In the same way, there is an normal inter-

section point defined as m̂⊥ that represents the intersection
of vectors v⊥Θ1 7→n.



iv) Indicators extracted: Below is an explanation of
the eight motion features or indicators proposed to predict
different hand movements.
a. Grasp motion: The first two indicators proposed are re-
lated to reach-to-grasp movements. In general, reach-to-grasp
motion can be split up into two different events. Zoom-in:
when the hand is moving towards an object; and Zoom-out:
when the hand is moving away from an object. Whichever
movement is performed, there will be an intersection point m̂
contained in the TSW. Here, we propose a simple procedure
to infer whether a hand is reaching for an object or not.
Firstly, let P j

17→n be a (inliers × 3) matrix representing the
2D position in time [1, . . . , n] for each δ-frames (Fig.3c):
P j

17→n =
[
p j

1, . . . ,p
j
i , . . . , p

j
n

]⊤
.

Then, we re-map the motion field by taking into account
the scale matrix N j⊤

17→n. We define p j
1 7→n as a weighted

mean position4 of vector v j
17→n. Extending this procedure

for all Θ-points, let pΘ1 7→n be the motion of each point in
the TSW in [1, . . . , n], and let pΘn be the final position of
each point, defined as, pΘ17→n =

[
p1

17→n, . . . , p
k
1 7→n

]⊤
and pΘn =[

p1
n, . . . , pk

n

]⊤
. Since vector pΘ1 7→n codes the initial weighted

position, let d1,m be the Euclidean distance of each vector
pΘ1 7→n in relation with the intersection point m̂, and let dn,m

be the Euclidean distance of each final position pΘn in relation
with same intersection point m̂ as d1,m( j) = ∥pΘ1 7→n( j) − m̂∥
and dn,m( j) = ∥pΘn ( j) − m̂∥. Since we know the estimated
position of the initial, final, and intersection points, the next
step is to determine whether the movement is Zoom-in or
Zoom-out. Based on these values, we define a function v( j),
as the number of nearest points to the intersection point as
follows,

v( j) =

1 if dn,m( j) ≥ d1,m( j)
0 otherwise.

Using the resultant function value we define two parame-
ters (g1, g2) which are the mean g1 = µ(v) and the variance
g2 = σ2(v). Indeed, g1 7→ 1 when movement is Zoom-in
(and conversely, g1 7→ 0 when movement is Zoom-out). To
confirm this prediction, variance (σ2) should be low in any
case.
b. Rotational motion: The rotational motion indicator gives
a temporal variation of each point in correspondence. The
main idea is to capture rotational movements independently
of its turn direction, and thus, to compute the angle velocity
of each point. Firstly, suppose that the link between p j

i 7→ p j
n

and p j
λ 7→ p j

n exists. Therefore, s j
i and s j

λ are two consecutive
slopes of point j-th separated by λ-frames respectively,
defined as s j

i = (y j
i −y j

n)/(x j
i − x j

n) and s j
λ = (y j

λ−y j
n)/(x j

λ− x j
n).

Since both points are aiming at the last point p j
n in time

t = n, transitivity also implies that p j
i 7→ p j

λ, where tλ >
ti. Thereby, the angle between these consecutive slopes is
θ

j
i,λ = arctan

∣∣∣∣(s j
i − s j

λ)/(1 + s j
i s j
λ)
∣∣∣∣ ,. Based on this result, we

calculate the angular velocity ω between p j
i and p j

λ so as to

4estimated as p j
17→n = P j⊤

1 7→nN j⊤
1 7→n

compute the motion variation along time, defined as ω j
i,λ =

(△θ j
i,λ)/(△ti,λ), for all i ∈ {1, . . . , inliers}, where △ti,λ is the

time difference between two consecutive frames. Combining
the above value with the Euclidean distance between points
p j

i and p j
λ we propose the third indicator as follows:

g3 =

∑k
j=1
∑inlier

i=1 σ2(ω j
i,λ)∑k

j=1
∑inlier

i=1 σ2(∥p j
i − p j

λ∥)
, (5)

The above indicator is able to distinguish rotational and
translational movement. In the first case g3 > 1 and in the
second g3 7→ 0.
c. Rotational area: The rotation area is formed by the triangle
composed of the intersection point m̂, the weighted mean
position p j

1 7→n and the final end position p j
n for each j-point.

This indicator allows us to estimate whether the motion is
going towards an object or not. The area variation of multiple
points along the time-window is as follows

g4 =
1
2k

k∑
j=1

d1,m( j)dn,m( j) sin(ϕ j
1,n) (6)

where ϕ j
1 7→n is the angle centered at m̂ and d1,m( j) and dn,m( j)

are the adjacent segments.
d. Rotational normal area: When movement is purely ro-
tational, we propose a similar indicator as in the above
case; however, here we use the normal intersection point m̂⊥
defined as follows.

g5 =
1
2k

k∑
j=1

d1,m⊥( j)dn,m⊥( j) sin(ρ j
1,n) (7)

where ρ j
1,n is the angle centered at m̂⊥. The above value is

high when motion is not rotational because the intersection of
normal vectors does not exist. However, when motion starts
to be rotational there is a point m̂⊥ that intersects all normal
vectors v⊥Θ17→n. Consequently, all points have the same spin
angle and a similar variation. As a consequence of previous
results, we have obtained two angle variations. Combining
angles ρ j

1,n and ϕ
j
1,n in the following indicator

g6 =

∑k
j=1 ϕ

j
1,n∑k

j=1 ρ
j
1,n

(8)

it allows us to obtain a variation of motion over time. For
rotational movements g6 tends to be constant. For translation
movements, g6 tends to be high and for Zoom-in and Zoom-
out movements it increases or decreases respectively.
e. Parallel angles: Parallel angles gives the relative variation
between the angles of each weighted mean position and
its final end position. The key point of this indicator is
to detect only translational movements, independently of its
angle direction and orientation of the movement. The seventh
indicator is defined as follows

g7 =

∑k
j=1(∥p j

1 7→n − p j
n∥)

kσ2(ψ)
(9)



where ψ is the angle of the absolute vector
−−−−−−→
p j

1 7→n p j
n. In general

g7 7→ 0 when the movement is rotational, and g7 7→ ∞ when
the movement is purely translational.
f. Acceleration: As mentioned before, human gestures
are composed of continuous acceleration and deceleration
phases. The proposed indicator, designed to detect these
variations, is as follows:

g8 =
σ2(ax)

σ2(ax) + σ2(ay)
, (10)

where a j
x and a j

y are temporal accelerations with respect to
point p j

n by taking into account the temporal difference ti,λ
for each i-frame contained in each TSW.
g. Indicator vector: In the previous steps we have proposed
eight indicators that encode different motion features for
each TSW. These cues are grouped into one vector o1 ≡
o1 7→n = [g1, g2, g3, g4, g5, g6, g7, g8]⊤. This vector is used as
an input for an HMM framework. Nevertheless, in order to
infer an intention, it is necessary to obtain multiple TSWs.
Namely, a sequence is represented by multiple TSWs, each
one composed of eight indicators O = [o1, o2, . . . , oT ], where
T+1 is the total frame number contained in a video sequence
and O is the observed symbol sequence.
Training HMM for recognition: Over the past few
years, there has been a growing interest in employing
HMMs in applications with spatial temporal variabilities,
as for example, action or gesture recognition [11], [12].
More formally, HMM is composed of a number of N-
states {S 1, S 2, . . . , S N} connected by transitions, where each
transition has an associated probability, defined by matrix
A; an emission distribution probability, or the probability of
emitting an observation in any given state, defined by matrix
B; and an initial state distribution π = {πi}. A HMM is fully
specified by the triplet Λ = (A, B, π). Based on the above
parameters, the problem is to classify each class defined
as a particular user’s intention. Firstly, we create an HMM
for each category using the well known Forward-Backward
algorithm [18] to find the best parameters for each HMM.
Once we have established the HMM parameters, our goal
is to recognize an observed symbol sequence as a particular
class, user’s intention.

B. Grasp intention recognition

This section describes how user gaze and hand motion
improves the detection of user intention. Below, we describe
the general process using an eye-tracker and a camera
attached to the user’s wrist (Fig.4).
Grasp features: This process utilizes grasp features or new
indicators combined with previous results in a new HMM
framework.
Saccade detection: Many studies have shown that fixations
are stable before the user initiates a grasp movement [19].
Conversely, saccade movements are not stable in any same
position. Since an eye-tracker provides the (x, y) position
of the eye’s gaze, we compute the velocity rate vx(i) and
vy(i) of a TWS for all i = 1, . . . , n. Based on the above
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Fig. 4. Proposed user intention recognition model

information we propose the following feature to quantify the
global velocity as h1 = σ(vx) + σ(vy). Normally this feature
has low values when the user is fixating and high values for
saccade movements.
Features reduction: The objective of this task is to find more
resilient features over time in order to recognize the desired
object in a video sequence. Here we use a similar method
proposed by Sivic and Zisserman [20] to build a visual
vocabulary. The key idea is that few descriptors can be seen
many times throughout the video-sequence. Accordingly,
more resilient features are used later to classify an object
in a new video sequence. In general, there are many ways
to create a codebook [21]. Here a simple method is used
to compute one. First, random frames are extracted from
a video sequence utilizing the user’s gaze; second, each
feature is classified as part of an object; and third, all other
feature space is explored using the Mahalanobis distance in
order to create a codebook using a Vector Quantization (VQ)
algorithm. Once extracted, the VQ features of each object
define the matrix Fn as the codebook of n-objects of interest.
Object recognition: After creating a codebook for all objects
contained in the user’s scene, new features are extracted from
another video sequence containing all previously analyzed
objects. The key idea is that some features are closer to a
specific object contained in the codebook. To increase the
probability of correctly classifying an object, several features
contained in the same TSW have been extracted. Here we use
the cosine angle distance function to measure the matching
between an unknown feature vector and a known feature vec-
tor contained in the codebook. Considering a function, named
class, that provides the class of the nearest known feature in
the codebook, we compute S j =

∑
i δ(class( fi,Dn), j)5 for all

i = 1, . . . , p, where fi is an unknown feature vector extracted
from the camera’s video sequence (attached to the user’s
head); p is the number of vectors contained in a TSW, j is
the number associated with a object and Dn is the codebook
containing an array of feature vectors. h2 = c/S c = max j(S j)

5δ(., .) denotes the Kronecker function : δ(i, j) = 1 if i = j, δ(i, j) = 0
otherwise.



denotes the recognized object.
Hand prediction: In the previous section we described a
set of features to detect hand intention based on a HMM
system. Normally the outcome of this process is defined by
choosing the maximal class as arg maxi(p(O|Λi)). However,
in some situations the maximal posterior probability could be
incorrect when the probability ratio between multiples class
is low. For this reason we use the outcome probability of
each class, given by hi+2 = p(O|Λi), for i = 1, . . . , 4, where
p(O|Λi) is the probability of detecting the i action in that
TSW.
HMM for recognition: In the steps above we have defined
six hi features descriptors. These features have been designed
to detect grasp movements using an HMM as shown below.
Information regarding hand intention, eye position and object
stability is combined because for a brief time, fixations are
high, the object is always the same in both the FOV and the
hand motion towards that specific object. In the same way
as was defined previously, we define a new feature vector
contained in a TSW as o1 ≡ o1 7→n = [h1, h2, h3, h4, h5, h6]⊤,
where o1 is defined between time t = 1, . . . , n for the
first temporal slide window. Finally the observed symbol
sequence is defined as O = [o1, o2, . . . , oT ].

IV. Experimental results

This section presents the results of two experiments carried
out with i) a camera beneath the wrist and ii) an eye-tracker6

in parallel with a camera beneath the wrist based on the
proposed framework.
Experiment 1: The goal of the first experiment is to
evaluate the performance of the proposed eight features in
order to predict correctly each grasping movement. At this
stage we have employed five video sequences at 30 fps
digitized into 320x200 pixel with 256 gray-level images,
from this, we have analyzed 7131 TSWs of 21544 frames
using multiple objects. We have used 1466 TSWs to train an
HMM, obtained from a mug without markers on the surface.
To evaluate the performance, we consider that an action is
correct if the motion contained on that TSW was predicted
correctly. Additionally, the system must be independent of
the objects contained in the scene. In general, the perfor-
mance of an HMM varies according to the data used for
testing. Therefore, in our experiments we used the cross-
validation method with k = 10. Here, we aim to evaluate the
performance in videos with other objects, for this reason we
tested each HMM on five different objects performing each
particular action with only one object at time. Namely a cup,
bottle, mug, box, and a stick of deodorant.

Figure 6 shows the average performance of ten HMMs
using five different objects. We observe an average per-
formance7 of F-score= 0.85. In relation to reach-to-grasp
movements, the Zoom-In action had the lowest performance
because it is normally classified incorrectly as a rotary move-
ment. On the contrary, Zoom-out action had, on average, the

6We employed an ASL Eye-Trac 6.
7F-score= 2(precision* recall)/(precision+recall)
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Fig. 6. Average performance of the F-Score using five objects

best performance near to 90%. Figure 5a and 5b reveals that
performance varies according to the object being analyzed.
In relation with the object performance, the bottle had the
lowest performance because the SURF algorithm was unable
to detect a large number of descriptors. Therefore, fewer
descriptors are not conducive to building a robust TSW. On
the other hand, the mug had the best performance because a
large number of descriptors is used to build robust features,
as the performance shows in Fig.5b.

In our experiments we used the best HMM generated with
the cross validation method. For this task we selected the best
performance of each action, using as criterion the best F-
Score and the best True Positive (TP) rate. The results show
that we can increase the performance by 2% when using the
best combination of HMMs with the F-Score and over 4%
with the best combination of TP, as shown in Fig.5b-c.
Experiment 2: In the second experiment we aim at combin-
ing user intention with user gaze position, as we described
in section III-B. Here we used four objects8 placed on a
uniform table and separated approximately by 15cm (without
obstacles). Using the same configuration described in Fig.1,
a user performs reach-to-grasp movements without grasping
the object, and then he/she performs the same action with
other objects.

To evaluate the performance, we created a synchronized
video using two cameras; namely, the eye-tracker camera and
the user’s wrist camera. This stage was composed of 404
TSWs. Using this sequence, we evaluate the performance
of the HMM to predict correctly each TSW as a fixation
or reach-to-grasp movement. Although there are multiple
objects on the table, here we have used an HMM trained
with only one object (from the Exp. 1). The main idea is to
predict hand movement actions independently of the objects
contained in the scene.

Table I shows the performance obtained from this ex-
periment as a confusion matrix; classified as True Positive
Rate (TPR) and False Positive Rate (FPR). We can see
that detection of reach-to-grasp movements yields a high

8Namely a mug, a key-ring, an ID card, and a mint-box

TABLE I
Performance of the grasp intention

Classified as (TSW) Performance
Class Fixation Reach-to-grasp TPR FPR

Fixation 270 54 83.3% 1.9%
Reach-to-grasp 6 74 92.5% 16.7%
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Fig. 5. (a) Average performance for each action using all HMMs; (b) Average performance for all actions on each object using three HMM parameters;
(c) Average performance for all objects on each action using three HMM parameters

TABLE II
Performance of the object recognition

Classified as Performance
Class Mug Keys Box Card TPR FPR
Mug 119 1 2 1 96.7% 0.7%
Keys 1 128 3 4 94.1% 2.2%
Box 0 2 74 1 96.1% 1.5%

Card 1 3 0 64 94.1% 1.8%
Mean 95.3% 1.6%

performance, nonetheless, there is a high false positive rate.
In most of these cases, an abnormal user’s behavior was
observed: for example a hand coming in a good position
(towards the object), but the user does not immediately
initiate the gesture. This unpredicted hesitation is probably
due to user’s stress and desire to do the “right thing”.
In future investigations, we will take this into account by
integrating a static hand movement estimation. Table II
shows object recognition performance. We can see that the
codebook constructed by the VQ method can be efficient,
resilient and therefore appropriate when building a robust
object dictionary from each TSW. It is clear that limited
object numbers have been a key factor in achieving this high
performance. In the future we are very interested in testing
our system with more objects.

V. Conclusions

In the above experiments we show that our method can
predict user grasp intention, as well as the desired object
within the scene, by fusing two channels of information. The
main contribution of this work for a robotic manipulator lies
in our clever choice to utilize human vision combined with
an active vision (micro camera placed on the user’s wrist).
Indeed, the Temporal Slide Window (TWS) paradigm has
shown to be an efficient way to recognize human gestures
and objects. It allows us to describe complex and diverse
temporal visual descriptors compared to classic frame-to-
frame analysis. In general, we have obtained a gesture
performance between 80% and 90%. Although the objects
analyzed were limited in our experiments, these results are
very promising because due to the use of a limited number of
resilient features. This system could also be used to enhance
other human-computer interaction systems (eg. [6]). In a

future investigation, we aim to further exploit the redundancy
in visual information provided from both points-of-view.
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