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The narrow structure of bottlenecks poses a very challenging problem for automated visual inspection systems and
surprisingly, this issue has received little attention in literature. Bottleneck inspection is highly relevant to the
fabrication of glass bottles, e.g., for the wine and beer industry. Defects in glass bottles can arise in various situations
such as an incomplete reaction in a batch, batch contaminants and interactions of the melted material among others.
This paper presents an inspection approach that utilises geometry of multiple views along with a rich set of feature
descriptors to discriminate real flaws from false alarms in uncalibrated images of glass bottlenecks. The proposed
method is based on an automatic multiple view inspection (AMVI) technique for the automatic detection of flaws.
This technique involves an initial step that extracts numerous segmented regions from a set of views of the object
under inspection. These regions are subsequently classified either as real flaws or as false alarms. The classification
process considers that image noise and false alarms occur as random events in different views while real flaws induce
geometric and featural relations in the views where they appear. Therefore, by analysing such relations it is possible
to successfully localise real flaws and to discard a large number of false alarms. An important characteristic of the
proposed methodology is the complete lack of camera calibration which makes our method very suitable for
applications where camera calibration is difficult or expensive to carry out. Our inspection system achieves a true
positive rate of 99.1% and a false positive rate of 0.9%.

Keywords: automated visual inspection; flaw detection; multiple views; uncalibrated images; glass bottlenecks

1. Introduction

Visual inspection is defined as a quality control task that
determines if a product deviates from a given set of
specifications using visual data (Malamas et al. 2003),
(Kumar 2008). Inspection usually involves measure-
ments of specific parts features such as assembly
integrity, surface finish and geometric dimensions. If
the measurements lie within a determined tolerance, the
inspection process deems the product acceptable for use.
In industrial environments, inspection is generally
performed by human inspectors during different phases
of the production process. The economic benefits of
employing human inspectors is one of the deciding
factors for companies when developing their production
process. The investment cost to install and develop a
specialised machine for inspection tasks is very high
compared to the cost of training a human operator.
Human inspectors do have some major drawbacks, they
are not always consistent and effective evaluators
because the inspection tasks are monotonous and
exhausting (Mital et al. 1998). Typically, a human
inspector only rejects one out of hundreds of accepted

products. According to Drury et al. (2004), human
inspection is at best 80% effective. Achieving 100%
effectiveness would require a high level of redundant
testing, meaning several human control points, which
naturally increases costs and slows down the inspection
task and subsequent manufacturing processes (Jacob
2004). Human visual inspection has been estimated to
account for at least 10% of total fabrication costs. In
some applications, it suffices to select a reduced but
representative set of products to inspect, from which
statistical inference is applied to estimate the amount of
defective products in the total production. Nevertheless,
there are existing applications which require every
product to be inspected thoroughly, i.e., an inspection
process needs to be 100% effective. All of these factors
have lead the industry gradually to replace human
inspection with automatic visual inspection (AVI)
methods which allow for contact free inspections.

Since the introduction of AVI methods in the early
1980s (Jarvis 1980, Chin and Harlow 1982) several
systems for quality inspection have been successfully
developed using different image processing techniques.
The main objective of AVI is to increase productivity
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while ensuring high quality, reliability and consistency
standards, i.e., rejecting most of the defective products
and accepting all of the defect-free products. Despite
their advantages, AVI methods in general also have the
following problems. 1) They lack precision in their
performance because of the imbalance between un-
detected flaws (false negatives) and false alarms (false
positives). 2) They are limited by time, the mechanical
requirements for placing an object in the desired
position can be time consuming. 3) They have high
computing costs when determining whether the object
is defective or not. 4) They generate high complexity
configurations and lack flexibility for analysing
changes in parts design. The issues outlined above
show that AVI still contains some problem areas and
can benefit from the development of new applications.

The wine and beer industry requires the fabrication
of flawless glass bottles. Defects in glass bottles can
arise in various situations such as an incomplete batch
reaction, batch contaminants which fail to melt
completely, interactions of the melted material with
glass-contact refractories and superstructure refrac-
tories as well as by devitrification. If abnormal
conditions arise, multiple flaws can occur and even
one flaw of only 1–2 mg in every 100 mg article can be
enough to produce 100% rejection rates (Parker 2000).
Most of the methods proposed in literature for
automated glass bottle inspection attempt to identify
flaws in the lips, body and bottom of the bottles, e.g.
Canivet et al. (1994), Firmin et al. (1997), Hamad
(1998), Ma et al. (2002), Shafait et al. (2004), Wang
et al. (2005), Yan and Cui (2006), Duan et al. (2007),
Yepeng et al. (2007) and Katayama et al. (2008). Very
few of those investigations deal with the problem of
detecting flaws in the bottleneck (Ma et al. 2002, Mery
and Medina 2004). The bottleneck makes the inspec-
tion task very challenging owing to its narrow and
difficult to manipulate structure. Even the smallest
undetected flaw around this region can cause grave
danger for consumers. For example, the introduction
of the cork into a wine bottle could detach glass
particles from a defective region posing a threat of
ingestion. Encouraged by the opportunity for advance-
ment in this area, this investigation focuses on
inspection of necks in empty glass bottles.

We can classify bottle inspection systems into two
categories: approaches that make use of a single view/
camera for detecting flaws, e.g. Canivet et al. (1994),
Mery and Medina (2004), Wang and Duan (2005), Yan
and Cui (2006), Duan et al. (2007) and Yepeng et al.
(2007) and frameworks utilising multiple views/cam-
eras to reinforce the detection process, e.g. Firmin
et al. (1997), Hamad (1998), Ma et al. (2002), Shafait
et al. (2004) and Katayama et al. (2008). This
investigation employs a single camera for image

acquisition. However, it captures multiple views of
the bottleneck, taken at successive rotations of the
bottle along its principal axis, i.e., recording an image
sequence of the bottleneck.

In order to detect the flaws, a novel methodology
that tracks potential flaws along the acquired image
sequence was implemented. The key observation is that
only real flaws can be successfully tracked, since they
do induce spatial relations between the views where
they appear. Conversely, potential flaws that cannot be
tracked will be considered as false alarms. This idea
was originally proposed for flaw detection in calibrated
X-ray images (Mery and Filbert 2002). This paper
extends that approach to the analysis of uncalibrated
image sequences. Moreover, the combination of
geometry of multiple views and several feature
descriptors is used to achieve a precise distinction
between real flaws and false alarms. This paper also
extends previous ideas presented in Carrasco and Mery
(2006), Pizarro et al. (2008), Carrasco and Mery
(2010).

The paper is organised as follows. Section 2
presents a prototype for image acquisition of glass
bottlenecks. Section 3 describes the inspection algo-
rithm for tracking real flaws in multiple views. Section
4 reports on the performance achieved by the inspec-
tion system in comparison with other methods
proposed in previous works. Finally, Section 5
summarises the paper’s contributions and succinctly
describes some ongoing and future work.

2. Electro-mechanical system for image sequence

acquisition

The lighting selection for an inspection system is
crucial. Since natural lighting conditions are dynamic
and change all the time it is not feasible to implement
algorithms that are robust to illumination changes
without burning important computational time
(Kumar 2008). Therefore, artificial lighting is required
to achieve adequate and uniform illumination for real-
time inspection systems. There are several existing
studies, e.g. Vazquez (2007) and Marchand (2007),
concerning the placement of external light sources
around the object under examination. However, none
of these studies have developed an internal illumina-
tion system that can be effectively applied to the
detection of flaws in glass bottles. This paper proposes
the design of an electro-mechanical device for image
acquisition and inspection of glass bottlenecks using an
internal illumination system.

Figure 1(a) displays the electro-mechanical device
for image sequence acquisition holding an empty glass
bottle. A close-up around the bottleneck (Figure l(b))
shows the illuminating tube placed inside the bottle.

926 M. Carrasco et al.
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Four LEDs (T1 3.5v-20mA) emitting uniform white
light are located at the bottom of the tube. To improve
light uniformity a reflecting layer has been fixed at the
other extreme of the tube. This way the definition of
the acquired images improves greatly, which increases
the probability of capturing even the smallest flaws
around the bottleneck, and intrinsic reflections owing
to external light sources are avoided.

To the best of the authors’ knowledge, there are no
existing inspection systems for glass bottles which use an
internal illumination system. In this system no addi-
tional light sources are used apart from the illuminating
tube. Another important characteristic of the illuminat-
ing tube is the set of control markers situated at both
extremes. As later described in Section 3.2, the control
markers allow for computational accuracy in corre-
sponding points between different views, which is a
fundamental step for detecting flaws in multiple views.
Figure 1(c) shows an image, taken by a standard CCD
camera, that contains two highlighted flaws.

The proposed system can detect flaws more
efficiently by looking at several images of the object
under inspection. Therefore, the image acquisition
system needs to be able to capture, with only one
camera, multiple images taken from different view-
points. To achieve this, the prototype has an electro-
mechanical system (Figure 2) that simultaneously
rotates the bottle and the illuminating tube at
configurable spin angles that are controlled by a step
motor. An image sequence of the bottleneck is then
taken at successive rotations of the glass bottle. The

experimental prototype uses a Canon S3 IS camera
with resolution 2592 � 1944 pixels and a dynamic
range of 24 bits. The camera is placed about 20 cm
from the bottleneck. The device also includes a
mechanical adjusting system to adapt inspection for
different bottleneck lengths. An adjustable arm holds
the bottle from its body while a press mechanism
pushes the bottle against the axle to maintain its
vertical position.

The electro-mechanical system is manipulated by a
Basic Stamp micro-controller PIC16C57 connected to
a standard personal computer via a RS232 commu-
nication port. The micro-controller is programmed in
Pbasic (Martin 2005). For a specified spin angle a (in
degrees) the micro-controller synchronises the step
motor with the illumination system. The camera’s
acquisition process is triggered by a control system via
Matlab. The image sequence consists of b360/ac
different views, where b�c is the floor function.

The prototype was built considering an upside
down bottle similar to Wang and Asundi (2000), but it
is also possible to assemble the system with the bottle
right side up. Note that in contrast to several
inspection systems that make use of multiple cameras
(Firmin et al. 1997, Hamad 1998, Ma et al. 2002,
Shafait et al. 2004, Katayama et al. 2008) the proposed
inspection mechanism only employs a single camera.
This simplifies the scene’s geometry and suffices to
build a robust flaw detection system by analysing the
acquired image sequence. It is important to mention
that no camera calibration procedure is considered

Figure 1. (a) Proposed electro-mechanical prototype for image acquisition; (b) details of the illuminating tube; (c) example of
an image captured by the CCD camera.
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at all. (We refer to Carrasco and Mery (2010) for
further discussion about the calibration problem in
industrial environments.) In the next section we focus
on the flaw detection process in uncalibrated image
sequences.

3. Inspection system for flaw detection in uncalibrated

images

Motivated by (human) visual inspections that are able
to differentiate between flaws and noise, by looking at
the objects being tested in motion, a method of
automated inspection was developed using sequences
of multiple images (Mery and Filbert 2002) called
Automated Multiple View Inspection (AMVI). The
AMVI methodology uses redundant views to perform
the inspection task. The main idea is to consider as
false alarms those potential flaws that cannot be
tracked in a sequence of multiple images. Although,
in some applications a unique image might be enough
for inspecting certain objects or materials, the use of
multiple views of the same object taken from different
viewpoints can be used to confirm and improve the
diagnosis made by analysing only one image. Nor-
mally, the main problem when dealing with flaw
segmentation in low signal-to-noise ratio image sys-
tems is the appearance of numerous false alarms. These
systems use only one view when separating real flaws
and false alarms. AMVI methodology differs greatly
and proposes that an augmentation in the number of
views can reduce the number of false alarms as well as
conserve the majority of real flaws owing to the
redundancy of information.

Some of the main advantages of AMVI inspection
of objects are: (1) characterise with greater precision
their physical properties by providing more visual
information; (2) increase performance in the detection
and classification of surface defects, visible in light, or
internal structural defects with X-rays using a geo-
metric classification scheme; (3) reduce the number of
false alarms by utilising the redundancy of visual
information; and (4) model the object’s motion by
means of a geometric analysis, which allows modelling
the whole structure of the object internally and/or
externally. Nowadays, AMVI methodology can be
applied not only to the inspection of objects such as
tire rims, bottles or welds, but also to the inspection of
food, airport surveillance and security.

This investigation aims to exploit the redundant
information contained in the bottleneck’s multiple
views to accurately detect real flaws and discard false
alarms. As mentioned before, only real flaws induce
geometric and featural relations in multiple views,
while noise and false alarms appear as random events.
Geometric characteristics in uncalibrated images are
established by both bifocal and trifocal analysis of
multiple views (Hartley and Zisserman 2000) whereas
the featural characteristics are extracted by several
feature descriptors proposed in previous investiga-
tions. Potential flaws that match this set of character-
istics in multiple views are thus regarded as real flaws.
This can also be seen as a tracking process because the
image sequence, obtained from successive rotations of
the bottle, is analysed and the system only classifies as
real flaws those that can be tracked along the whole
sequence.

Figure 2. Mechanical system that simultaneously rotates the bottle and the illuminating tube.

928 M. Carrasco et al.
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Considering the aspects mentioned above, this
paper proposes a three-step methodology to flaw
detection in bottlenecks: (a) segmentation and
feature extraction of potential flaws, (b) computation
of corresponding points between views, and (c)
tracking flaws in multiple views. Figure 3 shows a
general overview of the proposed approach for
image acquisition and inspection of glass bottlenecks.

The following sections explain each step in further
detail.

3.1. Segmentation and feature extraction of potential
flaws

In previous investigations there are a large number of
segmentation algorithms designed to detect surface

Figure 3. Proposed system for image acquisition and inspection of glass.

Figure 4. Segmentation and feature extraction of potential flaws.
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flaws or defects after a classification process, e.g. Chung
and Kim (1998), Mamic and Bennammoun (2000),
Liao (2003), Shafait (2004) and Linhari and Obac
(2005). However, those methods normally use an image
to verify if a potential flaw is an actual flaw and not a
false alarm. This paper carries out the classification
process by means of incremental multiple views
analysis. At this stage each image of the sequence is
processed independently in order to segment multiple
potential flaws, and later those multiple segmented
regions are combined. The procedure outlined in
Figure 4 is as follows: Each image I0 of the sequence
is pre-processed by two independent filters. A noise
removal (NR) filter is used to reduce the amount of
noise intrinsic to any CCD sensor. A Gaussian filter
with fixed kernel size 3 � 3, obtains a filtered image I1.
A structure removal (SR) Gaussian filter with kernel size
(Gaussian filtering is efficiently computed with large
spatial supports using the Fast Fourier Transform
(FFT)) n � n, n� 3, is used to blur any structure
present in the image and obtain a uniform background
image I2. Subsequently, the absolute difference jI17I2j
is binarised using the valley-emphasis method (Hui-
Fuang 2006), obtaining an image mask I3 with potential
flaws. Finally, for each potential flaw segmented in a
region Oi a set of features are computed and stored in a
feature vector z

i, as shown in the image I4. Table 1
describes the numerous feature descriptors for grey-
scale and colour images employed in this study. Section
3.3 details how potential flaws are tracked in two and
three different views by matching their feature vectors.
The tracking task itself can be highly demanding due to
the possibly large number of potential flaws generated
by segmentation, though only a few might correspond
to real flaws. To maximise the probability of capturing
all real flaws the segmentation process is tuned by the
kernel size parameter n. Later on the experimental
section discusses the effect of varying n as well as the
performance of each feature descriptor in the flaw
tracking process.

3.2. Computation of corresponding points between
views

The geometric relations between potential flaws in
different views can be described by sound mathema-
tical concepts from multiple view geometry (Hartley
and Zisserman 2000). In particular, it is possible to
relate points in two and three views via the so-called
bifocal and trifocal analysis, respectively. The next
section develops such analysis. In order to compute
these geometric relations it is necessary to have
accurate corresponding points between the views.
Such points will later allow for matching of potential
flaws along the bottleneck’s image sequence.

Corresponding points are found easily by placing
equidistant control markers on both extremes of the
illumination source (Figure 1(b)). The mass centre of
these markers is known since they were also extracted
in the previous segmentation step. The lower control
markers are positioned at the same vertical level, while
the upper ones follow a sinusoidal wave. Using these
markers, it is possible to compute a set of correspond-
ing points between each pair of consecutive or non-
consecutive views. This is schematically outlined in
Figure 5. The upper and lower control markers of each
view are connected through vertical lines between their

Table 1. Different feature descriptors we employ to
characterise the segmented potential flaws.

Descriptor Notes

HU (Hu 1962) proposed a descriptor composed
by seven moments invariant under scale,
rotation, translation and skew
transformations.

Co-occurrence (Haralick et al. 1973) introduced a
descriptor based on the computation
of the co-occurrence matrix. We
compute it for the contrast,
homogeneity and energy of each colour
channel (Castleman 1996).

FSK (A) (Flusser and Suk 1993) proposed a set of
moments invariant under affine
geometric transformations.

FSKS (B) (Flusser et al. 1996) designed a set of
moments invariant under motion blur.

FSKS (B þ S) (Flusser et al. 1996) extended the FSKS
(B) moments by introducing 4 new
moments invariant under scale and
rotational transformation.

CLP (Mery 2003) proposed the crossing
line profiles (CLP) descriptor whose
features correspond to the first five
harmonics of the fast Fourier transform.

PSO* (Mindru 2004) introduced a
descriptor invariant under photometric
transformations of scale and
translation (robust to illuminations
changes).

GPSO (Mindru 2004) extended the PSO*
descriptor by including invariants
under affine geometric deformations.

GPD (Mindru 2004) proposed another
descriptor invariant under diagonal
photometric and geometric
transformations.

SIFT (Lowe 2004) introduced a descriptor
invariant under scale and rotation
transformations and partially invariant
to illumination changes.

PHOG (Bosch and Zisserman 2007) proposed a
descriptor based on a vectorial
representation of the spatial distribution
of edges.

SURF (Bay 2008) introduced a descriptor
invariant under scale and rotation
transformations.

930 M. Carrasco et al.
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mass centre. Since the length of a vertical line
connecting two particular markers remains constant
along the image sequence, the relative position of these
markers in different views is known. Therefore, the set
of corresponding points between two or three views is
conformed by the relative positions of their markers.
Section 3.3 employs such correspondences to establish
geometric relations between potential flaws in two and
three views.

3.3. Tracking flaws in multiple views

After having segmented and extracted features for all
potential flaws in an image sequence, and having
computed a set of corresponding points between
every pair of images, the investigation now turns to
the problem of separating real flaws from false
alarms. This goal is achieved by performing tracking
of the potential flaws in two and in three views. Only
real flaws can be tracked along multiple views, since
they do induce geometric and featural relations in
the different views where they appear, while false
alarms correspond to random events. The tracking
processes in two and three views are detailed below.

Tracking in two views

In the following it is considered that the mass centre of
the potential flaw i in view a is stored in homogenous
coordinates as mi

a ¼ ½xia; yia; 1�
T. If this potential flaw

is actually a real flaw it must have a corresponding
point mj

b in another (non-) consecutive view b where a
potential flaw j was also segmented. According to the

principle of multiple view geometry (Hartley and
Zisserman 2000), the points mi

a and m
j
b correspond to

each other if they are related by the fundamental matrix
Fa,b such that

m
j
b
T � Fa;b �mi

a ¼ 0 ð1Þ

Note that the matrix Fa,b is known provided that it was
estimated by the algorithm described in Chen (2000)
using the correspondences found in Section 3.2. The
relation (1) is known as epipolar constraint. It
indicates that a corresponding point m

j
b can only lie

on the epipolar line of point mi
a defined as

lia ¼ Fa;b �mi
a ¼ ½lia;x; lia;y; lia;z�. It is possible to have

several points lying on the epipolar line as shown in
Figure 6(a). In this case, the correspondence associated
with mi

a is identified as the point mj
b that satisfies the

following condition

m
j
b
T � Fa;b �mi

a

�� ��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlia;xÞ

2 þ ðlia;yÞ
2

q < e ð2Þ

for small e 4 0. That is, the point mj
b with the smallest

(perpendicular) distance to the epipolar line lia is
chosen. In this case, a geometric match has been
found, which could be regarded as a real flaw with a
bifocal relationship. However, it is important to
emphasise that the condition (2) is not enough to
ensure correct matches in two views. Figure 7 shows
the different types of matches that can result:

(1) one-to-one: Figure 7(a) displays the case of only
one possible geometric match for every

Figure 5. Computation of corresponding points in two and three views a, b and c.
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potential flaw, although it does not necessarily
mean that every match is correct.

(2) one-to-many: Figure 7(b) exhibits a possible
wrong match and a match that could not be
established. The latter case occurs when condi-
tion (2) is not fulfilled.

(3) many-to-one: Figure 7(c) shows multiple
matches to the same flaw in the second view.

This shows that purely geometric relations can lead
to wrong matches. Such consequences are less favour-
able when there is a large number of false alarms and
even worse when searching for correspondences in
three views. As a remedy, the system analyses not only
the geometric characteristics of the potential flaws but
also their featural characteristics. This way the system
can filter out most of the wrong matches outlined in
Figure 7.

It is necessary to introduce a short notation to
describe the feature analysis carried out. Let zia and z

j
b

be the feature vectors (see Section 3.1 and Figure 4) of
the potential flaw i in the first view a and the potential

flaw j in the second view b, respectively. The system
then computes the Euclidean distance between both
feature vectors as di;ja;b ¼ zia � z

j
b

�� ��, and defines the
array Xa,b containing all possible geometric matches in
both views and the vector Da,b with the corresponding
featural distances

index Xa;bðindexÞ Da;bðindexÞ
1 f1; 1g d1;1a;b

fi; jg di;ja;b
p fn:mg dn;ma;b

Now, given Xa,b 2 Zp�2 and Da,b 2 R
p�1, the

nearest neighbour distance ratio (NNDR) criterion is
executed (Mikolajczyk 2004), described in Algorithm
1, to obtain the set of matches X0a;b 2 Zp�2 that
minimise the featural distances among all possible
matches (alternative criterion exist in literature, but
NNDR was chosen because it is computationally
inexpensive (see Sidibe et al. 2007)). As noted in

Figure 6. Examples of (a) bifocal and (b) trifocal correspondences.

Figure 7. Possible geometric matches in two views. (a) Ideal one-to-one match, (b) one-to-many matches that can be resolved by
the NNDR criterion, and (c) many-to-one matches that can be resolved by the proposed bNNDR criterion.
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Algorithm 1, line 4, this criterion is useful to
resolve matches which fall into the one-to-many
category, as depicted in Figure 7(b). However, it fails
to correct the wrong many-to-one matches shown in
Figure 7(c).

To overcome this problem, the system introduces a
novel and simple modification to the NNDR criterion
that is able to resolve the general case of many-to-many
matches. It is called bidirectional NNDR (bNNDR)
criterion because it checks both the possible matches
going from the first view a to the second view b (as in
Algorithm 1 line 4) and those going from the second to
the first view. By looking at both directions it is
possible to adjust the distance feature vector Da,b with
a weighting vector Wa,b 2 R

p�1. Algorithm 2 shows the
computation of Wa,b. The weights are set to 1 for one-
to-one matches and for the matches with minimal
backward distance, while matches with larger distances
get weights larger than 1. In this way, the distance
vector Da,b is cross-correlated with information from
all multiple matches. The proposed bNNDR criterion,

fully described in Algorithm 3, outperforms the
NDDR criterion in identifying the correct matches
from sets of many-to-many matches, which will be
demonstrated in the experimental section.

Tracking in three view

If the segmentation stage (Section 3.1) outputs a large
number of potential flaws of small size, which might
have very similar feature vectors, it is likely that the
precedent two-view tracking process classifies matches
that correspond to false alarms as real flaws. In order
to avoid such a result, the system elaborates on a three-
view tracking mechanism to discard wrong matches
and to confirm those which do indeed represent real
flaws. In terms of geometry of multiple views, given a
potential flaw with corresponding coordinates mi

a and
m

j
b in the views a and b, one can estimate the

hypothetical position of a third correspondence mk
c in

a view c by
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m̂
k
c ¼

1

mi
a
T T:13 � xjbT:

33
� �

mi
a
T T:

11 � xjbT:
31

� �

mi
a
T T:

12 � xjbT:
32

� �

mi
a
T T:

13 � xjbT:
33

� �

2
664

3
775;

where the 3�3�3 trifocal tensor T ¼ ðTrs
t Þ encodes

the relative motion among the views a, b and c.
(Computed using the point-line-point method (Hartley
and Zisserman 2000)). The projected position m̂

k
c is

compared to all segmented potential flaws mk
c in the

Figure 8. Influence of the kernel size n�n on the structure removal (SR) filter in the segmentation process. The larger n the more
real flaws can be successfully segmented (a) in two views and (b) in three views. The solid line indicates the total number of real
flaws present in the image sequences.

934 M. Carrasco et al.

D
ow

nl
oa

de
d 

by
 [

Fl
or

id
a 

In
te

rn
at

io
na

l U
ni

ve
rs

ity
] 

at
 0

2:
09

 0
8 

Ja
nu

ar
y 

20
15

 



third view c, and chooses as the corresponding flaw the
one that satisfies

km̂k
c �mk

ck < e ð3Þ

If condition (3) is fulfilled, as in the example of Figure
6(b), a geometric correspondence in three views has
been found but it remains to be seen whether their
respective feature vectors are also close to each other.
If no segmented region in view c satisfies (3)

Figure 9. Performance comparison of the proposed two and three view inspection processes. The influence of the parameter e is
tested to obtain the geometric matches, as well as the NNDR and bNNDR criteria for feature analysis using the feature
descriptors (from left to right, top to bottom): HU, Co-ocurrence, FSK, FSK(B), FSK(B þ S), CLP (see Table 1).
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correspondences mi
a and m

j
b are regarded as false

alarms.
In the two-view tracking process there are numer-

ous false alarms that fulfill condition (3) and are
considered potential flaw candidates. When using three

views, that number greatly diminishes due to the
extremely low probability that a false alarm would
maintain its position in relation to the objects move-
ment in three views. Let Xa,b,c 2 Zp�3 be an array with
triplets {i, j, k} that all fulfil condition (3). The system

Figure 10. Performance comparison of the proposed two and three view inspection processes. The influence of the parameter e
is tested to obtain the geometric matches, as well as the NNDR and bNNDR criteria for feature analysis using the feature
descriptors (from left to right, top to bottom): PSO*, GPSO, GPD, SIFT, PHOG, SURF (see Table 1).
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filters out the wrong matches by analysing their
featural characteristics with the adapted bNNDR
criterion for three views described in Algorithm 4.
The output array X0a;b;c contains the correct triplets
whose feature vectors match in all three views. The
following section shows that this algorithm allows real
flaws to be distinguished from false alarms with high
accuracy. Although this methodology can be easily
extended to process n views, three views suffice for the
application considered in this paper.

4. Experimental results

It is now time to evaluate the performance of the
proposed methodology for inspecting bottlenecks of

empty wine bottles. The experiments utilised 120
colour image sequences. Each sequence consists of 3
views with a rotation angle of a ¼ 15 degrees between
them. From the recorded images, the system extracts
bottleneck sub-images of 1000�250 pixels. The num-
ber of real flaws per image fluctuates between 0 and 4
with an average of 2.8, and the number of false alarms
per image fluctuates between 0 and 10 with an average
of 9.5 per image. The area of the smallest flaw is
around 9 pixels equivalent to 0.16 mm2 on the bottle’s
surface. The performance is assessed considering two
standard indicators (Olson and Delen 2008): r ¼ TP

TPþFN
(recall) and p ¼ TP

TPþFP (precision). TP is the number of
true positives or flaws correctly classified as such by the
inspection system. FN is the number of false negatives,
or existing real flaws, not detected. FP is the number of
false positives, or flawless regions, that are incorrectly
classified as defective. These two indicators can be cast
in a unique measure FSCORE ¼ 2p�r

pþr (Olson and Delen
2008). Ideally, one can expect r ¼ 100%, p ¼ 100%,
and FSCORE ¼ 1. The following subsections evaluate
several aspects of the proposed framework for detect-
ing flaws in uncalibrated images of glass bottlenecks.

4.1. Evaluation of the segmentation process

The segmentation process described in Section 3.1
outputs a set of regions with potential flaws. This
process has to be able to segment all real flaws present
in the bottlenecks. Figure 8 shows how well this task
performs as a function of the kernel size of the
structure removal (SR) filter utilised to obtain a
background image. The more uniform this image, the
more real flaws are successfully extracted by the
segmentation. However, the number of false alarms,

Figure 12. Best inspection performance running the bNNDR criterion for each feature descriptor. Optimal e-values has been
chosen.

Figure 11. Performance comparison of inspection using
only geometric constraints (2V and 3V) and including the
proposed bNNDR criterion for feature analysis. In the latter
case, feature descriptors FSKS(B) and SIFT are used in two
and three views, respectively.
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i.e., regions that do not represent real flaws, also
augment with increasing n. In the subsequent experi-
ments we have set n ¼ 34.

4.2. Evaluation of the tracking processes

The following examines the performance of the
inspection methodology for detecting real flaws and
discarding false alarms. The following denotes as 2V
(two views) and 3V (three views) the inspection results
obtained using only the geometric conditions (2) and
(3) respectively. Similarly, 2V þ criterion and 3V þ
criterion represent the inspection results obtained by
further utilisation of one of the feature analysis criteria
NNDR or bNNDR. Figure 9 and Figure 10 exhibit
F-scores of the tracking processes in two and three
views using all feature descriptors described in Table 1
considering both the NNDR criterion (Mikolajczyk
and Schmid 2004) and the proposed bidirectional

NNDR (bNNDR) criterion. The results are displayed
as a function of the parameter e that denotes the
maximal distance (in pixels) at which one looks for
geometric matches in two and three views, cf.
conditions (1) and (2). Note that in all plots the
three-view inspection process largely outperforms its
two-view counterpart. The improvement introduced by
our bNNDR criteria in contrast to the NNDR criteria
is notable. These criteria are useful in resolving
misleading many-to-many geometric matches
(Figure 7).

The uncalibrated nature of the images can produce
imprecision in the estimation of the fundamental
matrices and trifocal tensors. Therefore it is sometimes
necessary to use a larger parameter e, as it is drawn in
Figures 9 and 10. Although this can lead to the
appearance of more misleading geometric matches,
this problem is effectively overcome thanks to the
utilisation of the feature analysis criteria. Figure 11

Table 2. Quantitative comparison of inspection systems for flaw detection in glass bottles. Our proposed methodology achieves
the highest performance detecting flaws in the bottlenecks.

Inspected bottle part Views Tracking TPR FPR

Neck (Mery and Medina2004) Single No 85% 4%
Lips, Body, Bottom (Duan et al. 2007) Single No 97% 41%
Lips (Wang et al. 2005) Single No 98% 0%
Body (Firmin et al. 1997, Hamad 1998) Multiple No 85% 2%
Lips, Neck (Ma et al. 2002) Multiple No 98% 2%
Body, Bottom (Shafait et al. 2004) Multiple No 100% 41%
Neck (our method) 2V Yes 99.9% 46.4%

2V þ bNNDR Yes 99.9% 30.2%
3V Yes 99.1% 2.5%

3V þ bNNDR Yes 99.1% 0.9%

Figure 13. Mean relative performance improvement achieved by the proposed bNNDR criterion with respect to the NNDR
criterion for each feature descriptor.
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shows the performance of the tracking algorithms
when only geometric matches are sought in contrast to
the performance obtained by additionally employing
the proposed bNNDR criterion for feature analysis. It
is clear that the latter case provides better results,
especially when only two views are considered. Figure
12 displays performance using optimal e-values for the
geometric matches in combination with the bNNDR
criterion with each feature descriptor. Figure 13 shows
the relative performance improvement of the bNNDR
criterion compared to the NNDR criterion.

Table 2 juxtaposes the inspection results with those
from other inspection systems proposed in literature,
indicating the usage of single or multiple images. This
analysis includes all the processing stages for the
detection of real flaws and the reduction of false alarms
applied by means of the proposed inspection model. In
a first stage, the algorithm processes each image of the
sequence by means of a classic segmentation method,
as was previously described. For each region, a set of
feature descriptors is used to evaluate its performance
independently. In this step 100% of the existing real
flaws are detected, but unfortunately so is a high
percentage of false alarms, constituting 100% of false
alarms that must be reduced. In this stage of the
process all the segmented regions (real flaws and
false alarms) correspond to potential flaws for the
tracking algorithm. Therefore the objective of the
algorithm is to reduce the number of false alarms
regions detected.

To evaluate the performance of the algorithm, a
manual classification process was carried out with the
purpose of evaluating if that potential flaw was a real
flaw or a false alarm. Here different methods are
compared in terms of the true positive rate TPR ¼ TP/
(TP þ FN) and the false positive rate FPR ¼ FP/
(FP þ TN), where TN is the number of segmented
regions correctly classified as false alarms. An ideal
inspection system would have 100% TPR and 0%
FPR. It is important to mention that Table 2
corresponds to a quantitative comparison, since the
other methods proposed in literature were tested on
different images, types of bottles, and they inspect one
or several bottle parts (lips, mouth, bottleneck, body,
bottom). Nevertheless, the proposed method’s results
correspond to the most accurate reported in literature
regarding the inspection of glass bottlenecks. This
system emphasises the relevance of the combined use
of geometry of multiple views and feature analysis of
the potential flaws to distinguish between real flaws
and false alarms effectively.

Concerning the computational aspects of the
inspection system, the total time required to process
three views was 1.3 s in average, running Matlab (7.0)
code on a Pentium Centrino 2.0 GHz with Windows

XP SP2. The time was spent as follows: Reading
images from hard disk (34%), segmenting potential
flaws (35%), geometric and featural analysis in three
views (11%), and other Matlab internal operations
(20%). This indicates that there is a lot of room for
improvement in each of these tasks.

5. Conclusions

The use of multiple views does not mean that the
problem is simpler. It means that there is a greater
amount of information about the object or the
evaluated scene. Therefore, decision making is more
robust. In the case of automatic visual inspection the
use of multiple views allows a reduction in the number
of false alarms in a new classification process that
operates in a manner similar to geometric tracking.
Under this paradigm it is possible to increase the
detection of real flaws because now a real flaw is visible
in more than one view and at the same time reduce the
false alarms because they are not visible in all views,
mainly owing to the randomness of their relative
positions.

This paper has two relevant contributions. First, it
presented the prototype of an image acquisition system
for capturing image sequences of glass bottlenecks
using a single camera, where no camera calibration
process is considered. The main novelty of this
prototype is the placement of the illumination source
inside the bottle, which greatly improves the quality of
the acquired images, avoiding the intrinsic reflections
produced by external light sources. Second, this paper
introduced a novel methodology for inspecting glass
bottlenecks using uncalibrated images. Our inspection
system examines series of two and three images
employing geometry of multiple views followed by a
feature analysis stage to discriminate between real
flaws and false alarms. This way, the system classifies
as real flaws those that present similar characteristics in
a set of images taken from different viewpoints. An
important ingredient to achieve this goal was the
introduction of a novel feature analysis criterion to
resolve multiple geometric matches in different views.
It can be considered as a bidirectional variant of the
nearest neighbour distance ratio (NNDR) criterion
proposed by Mikolajczyk and Schmid (2004). The
term bidirectional has to do with how the algorithm
increases the matching of two possible regions of
similar properties (in this case real flaws), and at the
same time decreases the number of false alarms in
multiple views. It is necessary to point out that this is a
generic correspondence algorithm that improves the
performance of the NNDR algorithm. Regarding the
performance, this inspection system, when tested on
image sequences of wine glass bottles with real flaws,
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obtained a true positive rate of 99.1% and a false
positive rate of 0.9%.

An important characteristic of the proposed
methodology for flaw detection is that no camera
calibration is considered at all. This makes the
proposed method suitable for applications where
camera calibration is difficult or expensive to carry
out. Moreover, this approach is generic in the sense
that it can be used for the visual inspection of other
manufactured objects as well.
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